| Year-l- Semester
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COURSE STRUCTURE
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

DEPARTMENT OF MASTER OF COMPUTER APPLICATIONS (MCA)

S.No.

Course
Code

Subject

1

16HS601

Functional English

16HS613

Probability &Statistics

16HS618

Mathematical Foundations of Computeeifs

16MC801

Computer Programming and Problem Solving

16MC802

Computer Organization

16HS607

English Language and Communication Skéls

16MC803

P. C. Software Lab

OIN OO D WDN

16MC804

C Programming Lab

N
L A

15 | 4 | 12

Contact periods/Weeg

Total/lWeek 31| 2+

| Year-llI- Semester

S.No.

Course
Code

Subject

1

16HS610

Professional English

16MB749

Accounting & Financial Management

16MC805

OOPs through Java

16MC806

Data Structures

16MC807

Database Management Systems

16MC808

Java Programming Lab

16MC809

Data Structures through C Lab

O N[O OB~ WN

16MC810

Database Management Systems Lab

Audit Course

[(e]

16HS616

Aptitude Practice — |

A
(e

Contact periods/Wee

18 | 4 | 12

21

" Total/Week 34
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Il Year-l- Semester
Course .
S.No. Code Subject L T P C
1 16MC811 | Computer Network 3 1 - 3
2 16MC81: | Object Oriented Analysis and Desi(Usinc UML) | 3 1 - 3
3 16MC813| Operating Systems 3 1 - 3
4 16MC814| Linux Programming 3 1
5 16MC815| Data Warehousing and Mining 3 1 - 3
6 16MC816| UML Lab - - 4 2
7 16MC81: | Operating Systems and Linux Programming - - 4 2
8 16MC81¢ | Data Warehosing and Mining La - - 4 2
Credit Course
9 | COE-I | Comprehensive Online Examination-| - - 1
Audit Course
10 | 16HS61: | Comprehensive Soft Skil 3 - ]-1-
: 18| 5 | 12
Contact periods/Wee Total/Week 35 22
Il Year-1I- Semester
SNo.| Course Subject LI T|P| C
Code
1 16MC819| Software Engineering 3 1 - 3
2 16MC820| Web Technologies 3 1 - 3
3 16MC821| Computer Graphics 3 L - 3
Department Elective — |
16MC822 | Big Data Analytics
4 16MC823 | Neural Networksé& Fuzzy logic 3 1 - 3
16MC824 | Distributed Systems
16MC825 | Service Oriented Architecture
Department Elective — I
16MC826 | Information Security
5 16MC827 | Social Networks and Semantic Web 3 1 - 3
16MC828 | Geological Information Systems
16MC829 | .NET Technologies
6 16MC830| Software Engineering Lab - 4 2
7 16MC831| Web Technologies Lab 4 o
8 16MC832| Computer Graphics Lab 4 2
Credit Course
9 | COE-Il | Comprehensive Online Examination-Il !
Audit Course
10 | 16HS617| Aptitude Practice - Il 3 1
: 18| 5 | 12
Contact perlods/chr\To,[aI Week 3 22
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Il Year-I- Semester
S.No.| Course Subject L|T|P|C
Code
1 16MC833 | Software Testing 1 3
2 16MC834 | Mobile Application Development 3 1 - (3
3 16MC835 | Software Project Management 3 1 /- 13
Department Elective — Il
16MC836 | Cyber Security
4 16MC837 | Image Processing 3 1 - 3
16MC838 | Artificial Intelligence
16MC839 | Information Retrieval Systems
Department Elective — IV
16MC840 | M-Commerce
5 16MC841 | Cloud Computing 3 1] - 3
16MC842 | Design Patterns
16MC843 | Cognitive Computing
6 16MC844 | Software Testing Lab - 4 |2
7 16MC845 | Mobile Application Development Lab - 42
8 16MC846 | Software Project Management Lab - - 14 |2
Credit Course
9 | COE-ll | Comprehensive Online Examination-lIl \ Po--]1
Audit Course
10 16HS615 Ad_vanced English Language and Communication gl -
Skills Lab
i 15 | 5| 16
Contact periods/Wee otal/Weekat 22
Il Year-lI- Semester
Course :
S.No Code Subject L | T|P|C
1 16MC847 | Seminar - -1 4
2 16MC848 | Dissertation/ Thesis . - 20 10
: - - | 24
Contact periods/Wee TotalWeek 24 12

Note: L: Lecture Hour, T: Tutorial, P: Practical, C : Credit
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 3 0 0 3
(16HS601) FUNCTIONAL ENGLISH
Course Objectives
» To develop communication skills among the students.
» To construct proficiency in academic and sociappse to improve their grammatical
accuracy.
» To understand LSRW skills and inculcate the habieading for pleasure.
= To obtain study skills and communication skilldanmal and informal situations.
= To use appropriate vocabulary
Course Outcomes
Students will be able to
» Use LSRW skills through the prescribed text andettgy their ability to communicate
effectively.
» Articulate well among themselves and with Faculty.
» Construct compound sentences using common congunscti
* Manage to organize and deliver oral presentations.
» Demonstrate the skills needed to participate iareversation that builds knowledge
collaboratively.

UNIT-I
MindscapesEnvironmental Consciousness: Pollution - How to &egreen Cover)
1. Learning English Language through LiteratiBedret of workSwami Vivekananda)
2. Present, Past and Future aspects
3. Introducing oneself
Grammar: Parts of speech-Kinds of sentefeases
Vocabulary: Synonyms & Antonyms-Affixehrasal verbs
Listening & Reading Activities
Writing: Paragraph writing-Note taking & téomaking
Phonetics- Syllabification

UNIT-1I

MindscapesEmerging Technologies: Solar Thermal Power- Nanchiielogy )

1. Learning English Language through Literati®®pping by Woods on a Snowy Evening
Robert Frost)

2. Set in the Past

3. Inter-personal skills

Grammar — Articles — Past Events — Voice & Impeedgassive voice — Gerund & -
ingforms to-infinitives

Vocabulary: Phrases — Idioms — word roots

Listening & Reading Activities
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Writing: Letter writing-Informal-Formal
Phonetics — Accent

UNIT-II
Mindscapes Global Issues: Child Labor- E- Waste)
1. Learning English Language through Literatihét is my NameP.Satyavathi)
2. Describing a person, place and object
3. Possibilities
Grammar: Modals — Conditionals — Framing ioes — Compound nouns
Verbs
Vocabulary: One word substitute— Fixed esgirons— Clauses
Listening & Reading Activities
Writing: Information transfer
Intonation: Falling & Rising

UNIT-IV
Mindscapes$pace Trek: Hubble Telescope- Genesis of ISRO)
1. Learning English Language through Literatweai in BlackOliver Goldsmith)
2. Analytical thinking
3. Co-operative learning
Grammar: Concord—-Reported speech-comparenfrast
Vocabulary: Numerical expressions-definitarollocations
Listening & Reading
Writing: Summary-Essay writing-Making insttions
JAM
UNIT-V
MindscapesNledia Matters: History Of Media- Power of Mediatdrviews)
1. Learning English Language through Literatdrieg Power of PrayeAbdul Kalam)
2. Exploring creative ideas
3. Synthesis of sentences
Grammar: Simple, compound and complex-8pp#rrors
Vocabulary: Discourse markers-Homonyms-Hphames-Homographs
Listening & Reading Activities
Writing: Writing recommendations-scrambiaghtences
Convincing others

TEXT BOOKS:
1. Mindscapes: English for Technologists and Engine@rgent Black Swan,2014.
2. Paths to Progress in EnglisRrient Black Swan

REFERNCES:
1. Raymond Murphy’sntermediate English Grammavith CD, Raymond Murphy,
Cambridge University Press, 2012

2. Communication SkillsSanjay Kumar & Pushpalatha, Oxford Universityd3re2012.
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3. Writing Tutor. Advanced English Learners’ Dictioga®th Edition, Oxford
University Press, 2015.
4. Powerful Vocabulary BuilderAnjana Agarwal, New Age International Publish@@]1.
5. Keep TalkingF. Klippel, Cambridge University Press, 2013.
6. Listening ExtraMiles Craven, Cambridge University Press, 2008.
7. Reading ExtraLiz Driscoll, Cambridge University Press, 2004.
8. Writing Extra Graham Palmer, Cambridge University Press, 2004.
9. Speak WellJayashree Mohanraj et al, Orient Blackswan, 2013.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
| MCA |- Semester 3 1 0 3
(16HS613) PROBABILITY &SATISTICS
Course Obijectives:
» To train the students thoroughly in Mathematicaigapts fundamentals of probability,
test of hypothesis, Test of significance and ANOVA
» To prepare students for lifelong learning and sssfté careers using mathematical
concepts of probability, test of hypothesis, Téstignificance and ANOVA
» To develop the skill pertinent to the practice ltd mathematical concepts including the
Student abilities to formulate and modeling thebfems, to think creatively and to
Synthesize information

Course Outcomes:

At the end of the course, students would be expdote
» Have acquired ability to participate effectivelygroup discussions
» Have developed ability in writing in various contex
» Have acquired a proper level of competence for eyaddility

UNIT-I

Probability: Introduction, Conditional probability, Baye’'s them, Random variables,
Discrete and continuous Distributions, ExpectatMariance, Moments, Moment generating
functions

UNIT-1I
Distributions: Binomial, Poisson, Normal, Uniform, ExponentiadaGamma distributions,
related properties and applications

UNIT-III

Test of Hypothesis:Population and Sample, Confidence interval of nfeam Normal
distribution, Null and Alternative hypothesis, Léw¢ significance

Test of significance:Test based on normal distribution, Z test for mesnts proportions,

Small samples t- test for one sample and two sapiplelem and paired t-test, F-test and Chi-
square test (testing of goodness of fit and indéeece).

UNIT-IV
Analysis of variance (ANOVA) one way classificatiand two way classification (Latin
square Design and RBD)

UNIT-V

Statistical Quality Control: Concept of quality of a manufactured product, Defend
Defectives, Causes of variations, Random and aalsignThe principle of Shewhart Control
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Chart, Charts for attribute and variable qualitarettteristics, Constructions and operation of
X - Chart, R-Chart, P-Chart and C-Chart.

Text Books:
1. Statistical methodby S.P. Gupta, S.Chand publications.
2. Probability & Statisticshy T.K.V. lyengar, S.Chand publications.

Reference Books:

1. Probability & Statisticshy E. Rukmangadachari& E. Keshava Reddy, Pearabhisher.

2. Probability & Statistics for engineetsy Dr. J. Ravichandran WILEY-INDIA publishers.

3. Probability & Statistics for Science and Engirniegrby G.ShankerRao, Universities Press.
4. Probability and Statistics for Engineering and Sciesby Jay L.Devore, CENGAGE.

5. Probability and Statisticby R.A. Jhonson and Gupta C.B.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

| MCA |- Semester 3 1 0 3
(16HS618) MATHEMATICAL FOUNDATIONS OF COMPUTER SC IENCE

Course Objectives:

 To train the students thoroughly in Mathematicahaepts of Mathematical logic,
Relations, Algebraic structures, Recurrence Relatégraph Theory

* To prepare students for lifelong learning and sssité careers using mathematical
concepts of Mathematical logic, Relations, Algebratructures, Recurrence Relation,
Graph Theory

» To develop the skill pertinent to the practice loé imathematical concepts including the
student abilities to formulate and modeling thebpems, to think creatively and to
synthesize information

Course Outcomes:

At the end of the course, students would be expdote

» Have acquired ability to participate effectivelygroup discussions
» Have developed ability in writing in various contex

* Have acquired a proper level of competence for eyalility

UNIT-I

Mathematical Logic: Statements and notations, Connectives, Well-fdrfoemulas, Truth
Tables, tautology, equivalence implication, Norfimaims, Quantifiers, universal quantifiers
Predicates: Predicative logic, Free & Bound variables, Rulemterence, Consistency, proof
of Contradiction, Automatic Theorem Proving.

UNIT-1I

Relations: Properties of Binary Relations, equivalence, fitaresclosure, compatibility and
partial ordering relations, Functions: Inverse Riam; Composition of functions, recursive
Functions

Algebraic structures: Algebraic systems examples and general prope8iesi groups and
monads, groups, sub groups homomorphism, Isomarphis

UNIT-III

Elementary CombinatoricsBasis of counting, Enumerating Combinations & Reations,
with repetitions, Constrained repetitions, Binon@alefficients, Binomial Multinomial
theorems, the principles of Inclusion — ExclusiBigeon hole principles and its application
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UNIT-IV

Recurrence Relation Generating Functions & Sequences , Calculatingff@ent of
generating function, Recurrence relations, SolWRegurrence relation by substitution and
Generating functions. Characteristic roots, sofutblnhomogeneous Recurrence Relation.

UNIT-V

Graph Theory: Representation of Graph, DFS, BFS, Spanning Tpasar Graphs, Graph
Theory Applications: Basic Concepts Isomorphism 8od graphs, Multi graphs and Euler
circuits, Hamiltonian graphs, Chromatic Numbers

TEXT BOOKS:
1. Discrete Mathematics with ApplicatignBhomas Koshy, Elsevier.
2. Discrete Mathematics and its applicatiQi@ish edition, K.H.Rosen, TMH.

REFERENCES:

1. Elements of Discrete Mathematic®\ Computer Oriented Approach, C.L.Liu,D.P.
Mohapatra, 3/e, TMH.

2. Discrete Mathematics for Computer Scientists & Matlticians 2/e, J.L.Mott,

Kandel, T.P. Baker, PHI

Discrete Mathematical Structures with ApplicationGomputer Scienc&remblay,

Manohar McGraw Hill Publication

Discrete and Combinatorial Mathematicdn Applied Introduction, Ralph.

P.Grimaldi, 5/e, Pearson Education

Discrete Mathematical Structurellallik and Sen, Cengage Learning.

Discrete Mathematical StructureBernandKolman, Robert C. Busby, Sharon CutlerRoss

PHI/ Pearson Education

. Discrete Mathematicd.ovasz, Springer.

©ONo ok~

\I
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)
L T P C
| MCA |- Semester 3 1 0 3
(16MC801) COMPUTER PROGRAMMING AND PROBLEM SOLVIN G

Course Obijectives:

» To make the student learn a programming language.

» To make student understand the syntax and semaft@grograming language and other
features of the language.

» Understand the basic concept of C Programmingjtardifferent modules that include
conditional and looping expressions, Arrays, Ssjrfgunctions, Pointers, Structures and File
programming.

» File Handling for permanent storage of data or m&co

» Applications of Self- referential structure and tims.

Course Outcomes:

Upon completion of the subject, students will beedb

» Student can effectively apply problem solving teghbes in designing the solutions for a
wide range of problems.

* Write, compile and debug programs in C language.

» Design programs involving decision structures, ®apd functions.

» Explain the difference between call by value antitwareference

* Understand the dynamics of memory by the use oftprs.

UNIT-I

Introduction to Computers: Introduction, Characteristics of computers, Evalns of
computer, Computer generations, Classificationsoafiputers, Applications of computers,
Basic Computer organization, Number Systems (Bin@otal, Decimal, Hex),
Representation of numbers (fixed and floating point

Algorithms and Flow Charts: Definition of Algorithms, examples, Symbols usadsiow
chart, examples.

The C DeclarationsHntroduction, The C character Set, Delimiters, Thikeywords,
Identifiers, Constants, Variables, Rules for definvariables, Data Types, Declaring
variables, Initializing variables, Type Conversi@ugnstant and Volatile variables.

UNIT-1I

Operators and Expressionsintroduction, Priority of operators and their diitg, Comma
and Conditional Operator, Arithmetic Operators,&ehal Operators, Logical Operators,
Bitwise Operators

Input and Output in C: Introduction, Formatted Functions, Unformatted Riors,
Commonly use Library Functions.

Decision Statements:Introduction, The if Statement, The if ..else &maé¢nt, Nested if .. else
Statement, The break, continue and goto StatemEmesswitch Statement.
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Loop Control Statements:Introduction, the for Loop, Nested for Loop, Theilwh.oop, The
do-while Statement.

UNIT-II

Arrays: Introduction, Array Initialization, Definition of Aay, Characteristics of Array, One
Dimensional Array, Two Dimensional and Multi-Dimémsal Arrays, The sscanf() and
sprint() Functions.

Recursion Recursive Functions, Terminating Condition

Strings -Introduction, Declaration and Initialization of [iys, Display of Strings with
Different Formats, String Standard Functions

UNIT-IV

Pointers - Introduction, Features of pointers, Pointers Detlan, Arithmetic Operations
with Pointers, Pointers and Arrays, Array of Paigtd>ointer to Pointers, Pointers and
Strings, Void Pointer, Dynamic Memory Allocation-ho& and calloc functions
Functions: Introduction, Definition of Function, Function dachtion and Prototype, The
Return Statement, Types of Functions, Call by Vainé Reference.

Storage Classesintroduction, Automatic Variables, External Variab] Static Variables,
Register Variables.

UNIT-V

Preprocessor Directivesintroduction, The #define Directive, Undefining abto, The
#include Directive, The #ifndef Directive, The #mrDirective, The #line Directive, The
#pragma Directive.

Structure and Union: Introduction, Features o Structures, Declaratiath laitialization of
Structures, Accessing Structures, Nested StructAreays of Structures, Structures and
Functions, Pointers to Structures, type def, BioS, Enumerated Data Type, Union, Union of
Structures.

Input and Output: Files, Streams, Standard library Input Output Fanst Character Input
Output Functions.

TEXT BOOKS:

1. “C and Data Structures’Ashok N. Kamthane, Pearson Education.

2. Fundamentals of Computers: For Undergraduate Cosirsem Commerce and

Managemenby ITL Education Solutions Limited ,Pearson Edumatindia

Introduction to Computer Sciencel. T. L. EducatBmwiutions Limited, ItIEs|I Pearson

Education India

4. “Computer Fundamentals and C ProgrammingFirst Edition, Dr.P.Chenna Reddy,
Available at: www.Pothi.com.

w

REFERENCES:

1. ‘The C Programming LanguageBrian W. Kernighan, 2015

2. Kernighan BW and Ritchie DMhe C Programming Languag@™ Edition, Prentice Hall
of India, 2006
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3. J.R. Hanly and E.B. KoffmarRroblem Solving and Program Design in €earson
Education, 2007.

4. B. A. Forouzan and R.F. Gilber@, Programming & Data Structure€engage Learning,
2007.

5. Ashok N. Kamthaneet. alGomputer Programming and |Pearson Education, 2011

MahapatraThinking In C, PHI Publications, 1998.

7. Let Us C- 14" Revised and Updated Edition, 13 Jul 2016

o
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUYS)

L T P C

| MCA |- Semester 3 1 0 3

(16MC802) COMPUTER ORGANIZATION

Course Obijectives:
» To impart the knowledge in the field of digital efl®nics.
» To impart knowledge about the various components@imputer and its internals.
» To design and realize the functionality of the comep hardware with basic gates and
other components using combinational and sequdaga.
» To understand the importance of the hardware-soéhvderface.

Course Outcomes:
» Able to design digital circuits by simplifying tiBoolean functions
» Able to understand the organization and workingn@gle of computer hardware
components
» Able to understand mapping between virtual and ichysnemory
» Acquire knowledge about multiprocessor organiza#ind parallel processing
» Able to trace the execution sequence of an instnu¢chrough the processor

UNIT-I

Number Systems And Computer Arithmetic: Number base Conversions, Addition and
subtraction, multiplication, division, Floating mbirepresentation, logical operation, Gray
code, BCD codes, Error detecting codes, Boolearbaty Simplification of Boolean

expressions, K-Maps. Combinational And Sequentiafculs - decoders, Encoders,
Multiplexers, Adder, flip-flops.

UNIT-II

Memory Organization: Memory hierarchy, Main memory - RAM, ROM chips, Mery
address map, memory contention to CPU, Cache Memdkgsociative mapping, direct
mapping, Set-associative mapping.

Micro Programmed Control: Control memory, Address sequencing, Micro program
example, design of control unit, hard wired contasld Micro programmed control.

UNIT-1I

Basic CPU organization Introduction to CPU, INTEL - 8086 CPU archite@utnstruction
format- Zero, one, two, and three address instasti Addressing modes, generation of
physical address, code segment registers.

Intel 8086 assembly language instructionsassembler directives, Data transfer instructions,
input-output instructions, address transfer, Flagdgfer, arithmetic, logical, shift, and rotate
instructions. Conditional and unconditional tramsfteration control, interrupts and process
control instructions, Programming with assemblyglaage instructions.
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UNIT-IV

Input Output Organization: Peripheral devices, input-output interface-l/O Buosd interface
modules, 1/0 versus Memory bus, isolated versus ongmapped 1/0O, Modes of transfer-
Programmed /O, Interrupt-initiated 1/O, priorityterrupts-Daisy chaining, parallel priority,
interrupt cycle, DMA- DMA control, DMA transfer, put output processor-CPU-IOP
communication.

UNIT-V

Pipeline and vector processingParallel Processing, Pipelining, Arithmetic Pipelin
Instruction Pipeline, RISC Pipeline, Vector ProtegsArray Processors.

Multi processors: Characteristics of Multiprocessors, Interconnectmctures,
Interprocessor Arbitration. Interprocessor Commaitian and Synchronization, Cache
Coherence, Shared Memory Multiprocessors.

TEXT BOOKS:
1. Computer System Architectui, Morris Mano, 3rd Edition, PHI/Pearson Education
2. Microprocessors and Interfacin@pouglas Hall, Tata McGraw-Hill.

REFERENCES:

1. Computer OrganizationCarl Hamacher, ZvonkoVranesic, SafwatZaky, Vthitigd,
McGraw Hill.

2. Fundamentals of Computer Organization and Desfgivarama, P.Dandamudi, Springer

Int. Edition.

Digital Logic & Computer DesignM. Morris Mano, PHI/Pearson Education

4. Computer Organization and ArchitectyrgVilliam Stallings, ¥ Edition, Pearson/PHI,
2007.

w
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

| MCA |- Semester 0 0 4 2
(16HS607) ENGLISH LANGUAGE AND COMMUNICATION SKILLS LAB

The Language Lab focuses on the production andipeaaf sounds of language and

familiarizes the students with the use of Englisleveryday situations and contexts.

Course obijectives:

= To enable students to learn better pronunciatiooutih stress on word accent, Intonation
and rhythm.

»= To help the second language learners to acquieadiuin spoken English and neutralize
mother tongue influence.

» To train students to use language appropriatebpth formal and informal situations.

* To enhance written communication among the students

Course outcomes:

= To become active participants in the learning pge@nd acquire proficiency in spoken
English.

= To speak with clarity and confidence thereby enkar@anployability skills.

» To prepare effective job application

UNIT - |

1. Phonetics -Importance

2. Introduction to Sounds of Speech
3. Vowels and Consonant sounds
4. Phonetic Transcription

UNIT - Il

5. Word Stress

6. Syllabification

7. Rules of Word Stress
8. Intonation

UNIT - IlI

9. Situational Dialogues/ Role Play
10. Telephonic Communication
11. JAM

UNIT — IV

12. Describing Persons/ places/ things
13. Oral Presentations

14. Debate
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UNIT -V

15. Group Discussion
16. Job application
17. Interview skills

Minimum Requirements for ELCS Lab:
The English Language Lab shall have two parts:
1. Computer Assisted Language Learning (CALL) Lelhe Computer aided Language Lab
for 60 students with 60 systems, one master consAl facility and English language
software for self- study by learners.
2. The Communication Skills Lab with movable chaarsd audio-visual aids with a P.A.
system, Projector, a digital stereo-audio & vidgstesm and camcorder etc.
System Requirement (Hardware component):
Computer network with LAN with minimum 60 multimedisystems with the following
specifications:
i) P — IV Processor
a) Speed — 2.8 GHZ
b) RAM — 512 MB Minimum
c) Hard Disk — 80 GB
i) Headphones of High quality

Suggested Software:
1. Clarity Pronunciation Power — Part | (Sky mrociation)
2. Clarity Pronunciation Power — part Il
3. K-Van Advanced Communication Skills
4. Walden InfoTech Software.

REFERENCES:

1. A Textbook of English Phonetics for Indian StudePtsl Ed T. Balasubramanian.
(Macmillian), 2012.

2. A Course in Phonetics and Spoken EnglidhamijaSethi, Prentice-Hall of India Pvt.Ltd

3. Speaking English Effectivelgnd Edition Krishna Mohan & NP Singh, 2011. (Mdi&).

4. A Hand book for English Laboratorieg&.Suresh Kumar, P.Sreehari, Foundation Books,
2011.

5. Spring Board SuccessSharada Kouhik, Bindu Bajwa, Orient Blackswan,degbad,
2010.

Pagel7 of 119



R1e MCA

SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 0 0 4 2
(16MC803) P.C. SOFTWARE LAB
Course Objectives:
» To impart the knowledge Hardware and software camepts of PC.
* To impart knowledge about the various componentsadmputer and its internals.
* To disassemble and assemble the PC back to wockimdjtion.
» To understand the installation of softwares.
* To impart the knowledge on Software troubleshooting Hardware troubleshooting.

e To impart knowledge on MS Office tools.

Course Outcomes:
» Able to disassemble and assemble the PC back kirvgocondition.
» Able to know installation of softwares.
» Able to understand mapping between virtual and isaysnemory.
* Able to know Software troubleshooting and Hardwhreubleshooting.
* Able to work on MS Office tools.

PC Hardware
Exercise 1 — Task lildentify the peripherals of a computer, componémta CPU and its
functions. Draw the block diagram of the CPU aleniti the configuration of each peripheral
and submit to your instructor.

Exercise 2 — Task 2Every student should disassemble and assembleXtmmék to working
condition. Lab instructors should verify the wonkdafollow it up with a Viva. Also students
need to go through the video which shows the pmoéassembling a PC. A video would be
given as part of the course content.

Exercise 3 — Task 3Every student should individually install MS windswn the personal
computer. Lab instructor should verify the instédia and follow it up with a Viva.

Exercise 4 — Task 4:Every student should install Linux on the compufEnis computer

should have windows installed. The system shoulccdrafigured as dual boot with both
windows and Linux. Lab instructors should verifyetmstallation and follow it up with a
Viva.

Exercise 5 — Task 5: Hardware TroubleshootingStudents have to be given a PC which
does not boot due to improper assembly or defegesgpherals. They should identify the
problem and fix it to get the computer back to wiegkcondition. The work done should be
verified by the instructor and followed up with av&
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Exercise 6 — Task 6: Software TroubleshootingStudents have to be given a malfunctioning
CPU due to system software problems. They shoddtify the problem and fix it to get the
computer back to working condition. The work dohewdd be verified by the instructor and
followed up with a Viva.

Internet & World Wide Web
Exercise 7 - Task 1 Orientation & Connectivity Boot Camp: Students should get
connected to their Local Area Network and acceedrternet. In the process they configure
the TCP/IP setting. Finally students should denratest to the instructor, how to access the
websites and email. If there is no internet conmiggtpreparations need to be made by the
instructors to simulate the WWW on the LAN.

Exercise 8 - Task 3 Search Engines & Netiquette:Students should know what search
engines are and how to use the search enginesv fofecs would be given to the students for
which they need to search on Google. This shoulddmonstrated to the instructors by the
student.

MS-Word
Exercise 9&1Q The mentor needs to give an overview of Microg®fiS) word 2007:
Accessing, overview of toolbars, saving files, Wdshelp and resources, rulers, format painter
in word. Give a task covering to create projectifieate. Features to be covered:-Formatting
Fonts in word, Drop Cap in word, Applying Text effe, Using Character Spacing, Borders
and Colors, Inserting Header and Footer, Insetdbig, using Drawing toolbar in word.

MS-Excel
Exercise 11&12: The mentor needs to tell the importance of MS effk007 Excel as a
Spreadsheet tool covering Accessing, overview otbtrs, saving excel files, Using help and
resources., Also give a task that is covering fimgures like Gridlines, Format Cells,
Summation, auto fill, Formatting Text.

MS-Power Point
Exercise 13&14:Students will be working on MS power point thatgsethem create basic
power point presentation. Topics covered during tBkercise include :- PPT orientation,
Slide Layouts, Inserting Text, Word Art, Formattidigxt, Bullets and Numbering, Auto
Shapes, Lines and Arrows in Power poiStudents shall be given a model power point
presentation which needs to be replicated (exactly it's asked).

REFERENCES:

1. Comdex Information Technology course toolXikas Gupta, WILEY Dream tech

2. The Complete Computer upgrade and repair h@bledition Cheryl A Schmidt, WILEY
Dreamtech

3. Introduction to Information TechnologyTL Education Solutions limited, Pearson
Education.

4. PC Hardware and A+Handbook Kate J. Chase PHI (Microsoft)
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5. LaTeX Companior Leslie Lamport, PHI/Pearson.

6. IT Essentials PC Hardware and Software Companionid§uThird Edition by
DavidAnfinson and Ken Quamme. — CISCO Press, Pedtdocation.

7. IT Essentials PC Hardware and Software Labs anddystGuide, Tird Edition by
Patrick Regan — CISCO Press, Pearson Education.

8. Troubleshooting, Maintaining and Repairing PSs).Bigelow, Sedition, TMH
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 0 0 4 2
(16MC804) C PROGRAMMING LAB
Course Objectives
» To make the student learn a programming language.
» To teach the student to write programs in C toestyypical problems.

» To make student solve problems, implement themguSitanguage.

Course Outcomes:

Upon completion of the subject, students will beedb

* Write, compile and debug programs in C language.

» Apply Problem solving techniques to find solutidagproblems.

» Ale to use C language features effectively and é@mant solutions using C language.
» Able to improve logical skills.

» Design programs involving decision structures, fapd functions.

» Explain the difference between call by value antitoareference

» Understand the dynamics of memory by the use oftprs.

» Design programs involving files.

Recommended Systems/Software Requirements:

* Intel based desktop PC with ANSI C Compiler andufing Editors

List of Sample Examples/ Experiments

Exercise |

a) Practice Programs: Finding the sum of three numbEschange of two numbers,
Maximum of two numbers, To read and write valueslbflata types of C language, To
find the size of all data types.

b) Write a C program to find the sum of individualitgof a positive integer.

c) A Fibonacci sequence is defined as follows: th& find second terms in the sequence are
0 and 1. Subsequent terms are found by addingréeeging two terms in the sequence.
Write a C program to generate the first n termthefsequence.

d) Write a C program to generate all the prime numbetsaeen 1 and n, where value of n is
supplied.

e) Write a C Program to
i) Find whether the given number is palindrome or not.

i) Find whether the given number in Armstrong or not.
iii) Find whether the given number is perfect or not.
iv) Find whether the given number is prime or not.

Exercise 2

a) Write a C program to calculate the following
) Sum:  Sum=1-%2! +x*/41-x%/61+x%/81-x*%/10!

i) Sin x and Cos x values using series expansion
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b) Write a C program to find the roots of a quadratjcation.
c) Write a C program that uses both recursive andraoursive functions
i) To find the factorial of a given integer.
i) To find the GCD (greatest common divisor) of twaegi integers.
iii) To solve Towers of Hanoi problem.
d) Conversion of Binary to Decimal, Octal, Hex-meal and vice versa.
Exercise 3
a) Write a C program to perform the following
i) Find both the largest and smallest number in afigttegers.
i) Generate ldentity matrix for the given odd number.
iii) Generate Upper and Lower triangle matrices fogiklen matrix.
iv) Generate Magic square matrix for the given odd remb
b) Write a C program that uses functions to perforenfdilowing:
i) Addition of Two Matrices
i) Multiplication of Two Matrices
c) Programs for Bubble Sort, Selection Sort, InserSont
d) Programs on Linear Search and Binary Search
e) Write a C program that uses functions to perforenfdtiowing operations:
i) To insert a sub-string in to a given main strirgrira given position.
ii) To delete n Characters from a given position iivarmgstring.
f) Write a C program to determine if the given stri;i@ palindrome or not
g) Write a C program to sort given list of strings.
Exercise 4
a) Write a C program that displays the position orekxdh the string S where the string T
begins, or — 1 if S doesn’t contain T.
b) Write a C program to count the lines, words andattars in a given text.
c) Write a C program to generate Pascal’s triangle.
d) Write a C program to construct a pyramid of numbers
Exercise 5
a) Write a C program which copies one file to another.
b) Write a C program to reverse the first n charadteesfile.
(Note: The file name and n are specified on theroamd line.)
c) Write a C programme to display the contents ofea fi
d) Write a C programme to merge two files into a tHikel ( i.e., the contents of the first file
followed by those of the second are put in thedtfiie)
REFERENCES:
1. The Spirit of C, an introduction to modern prograimgy M.Cooper, Jaico Publishing
House.
2. Mastering G K.R. Venugopal and S.R. Prasad, TMH Publications.
3. Computer Basics and C Programmijng Rajaraman, PHI Publications
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

| MCA Il- Semester 3 0 0 3
(16HS610) PROFESSIONAL ENGLISH

Course Description The course content focuses on LSRW skills andibolary building to
enrich their command over language. Relevant tasedb activities are also carried out to
enhance their communication skills.

Course Objectives

» To develop communication skills among the students

= To construct proficiency in academic and sociappse.

= To improve their grammatical accuracy.

» To understand LSRW skills and inculcate the habieading for pleasure.

Course Outcomes:

Students will be able to

* Use LSRW skills through the prescribed text andetigy their ability to communicate
effectively

* Articulate well among themselves and with Faculty.

» Construct compound sentences using common Conguiscti

* Manage to organize and deliver oral presentations.

» Demonstrate the skills needed to participate iareversation that builds knowledge
Collaboratively

UNIT-I
Mindscapesl(essons from the past: Importance of the Past)
1. Learning English Language through Literati?&ying the English Gentleman
M.K.Gandhi)
2. Oral presentation
3. Effective writing
Grammar: Relative clauses-Adjectives
Vocabulary: Sequencing words
Listening & Reading Activities
Writing: Analytical paragraph writing-Minesg of meeting
UNIT-II
MindscapesKEnergy: Renewable and Non-renewable Sources -nitime Sources)
1. Learning English Language through Literatufdag Portrait of a LadyKushwant Singh)
2. Preparing and presenting slides, Telephoneedtgu
3. Making drafts
Grammar: Adverbs - prepositions -causeedfett expressions
Vocabulary: phrasal verbs - Technical vataty-Extended definitions
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Listening & Reading Activities
Writing: Report writing
UNIT-III
MindscapesEngineering Ethics: Biotechnology - Protectiomfrdlatural Calamities)
1. Learning English Language through Literatlra Belle Dame Sans Merdphn Keats)
2. Poster presentation, Debate
3. Technical drafting
Grammar: Using connectives-Gap filling using appropriate tense form
Vocabulary: Acronyms & Abbreviations
Listening & Reading Activities
Writing: Writing projects
UNIT-IV
Mindscapes Travel and Tourism: AtithiDevoBhava- Tourism in iad
1. Learning English Language through LiteratukeMarriage ProposalAnton Chekov)
2. Group Discussion
3. Reading comprehension
Grammar: Structure indicating purpose-Sttbyerb agreement
Vocabulary: emoticons-cloze test
Listening & Reading
Writing: Intensive and extensive
UNIT-V
Mindscapes Getting Job Ready: SWOT Analysis- Preparing foetwews)
1. Learning from LiteratureBjrd Sanctuary-Sarojini Naidu)
2. Interview etiquette
3. Job application
Grammar: Spotting errors, Gap filling exees using “gerunds” & present participle
forms
Vocabulary: verbal ability
Listening & Reading Activities
Writing: Covering letter, Resume, Curriculwitae
Convincing others

TEXT BOOKS:
1. MindscapesEnglish for Technologists and Enginee@ient Blackswan, 2014
2. Paths to Progress in Englis@rient Black Swan

REFERENCES:

1. Effective Tech CommunicatioRizvi, Tata McGraw-Hill Education, 2007.

2. Technical Communicatiolleenakshi Raman, Oxford University Press.

3. English Conversations Practicerant Taylor, Tata McGrawHill publications,2Q13
4. Practical

5. English Grammailhomson and Martinet, OUP, 2010.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA 1I- Semester 3 1 0 3
(16MB749) ACCOUNTING & FINANCIAL MANAGEMENT
Course Objectives:
» Explain financial accounting terminology and thealing process.
» Discuss and apply the basic principles of accogntime accounting model, and the
accounting cycle.
* Analyze a cash flow statement & Analyze financtatesments using ratio analysis
Course Outcomes:
» This course is designed to introduce studentse@timciples, concepts, and applications
of financial accounting and management.

UNIT-I

Introduction to Accounting: Principles, concepts and conventions, doubleyesytstem of
accounting, classification of accounts and deladitrrules.

Financial Statements:Introduction to basic books of accounts, journal Euger — trial
balance — preparation of final accounts: tradingpant, profit and loss account and balance
sheet.

UNIT-II

Introduction to Financial Management Meaning and scope, role of financial manager,
objectives of time value of money — goals of finahmanagement, leverages: operation,
financial leverage and combined leverage.

Capital Structure: Cost of capital: cost of equity, preference seabends — weighted
average cost of capital — capital gearing — ovetakgation and undercapitalization, sources
of finance.

UNIT-III

Financial Analysis through ratios Ratio Analysis — classification of ratios — shientm
solvency and long term solvency — profitabilityioat— analysis and interpretation of financial
statements through ratios of liquidity, solvency anofitability.

UNIT-IV

Funds Flow and Cash Flow AnalysisMeaning, Importance, statement of changes in
working capital, statement of sources and appboatif funds. Cash flow analysis: cash flow
statements: preparation, analysis and interpretatio

Break Even Analysis:Concept of Break Even Point, Cost-Volume-Profialsis,
Determination of Break Even Point, Margin of Safahd P/V ratio, Impact of changes in cost
or selling price on BEP, Practical application8ofak Even Analysis.
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UNIT-V

Capital Budgeting: Capital and its significance, types of capitatjraation of fixed and
working capital requirements, methods and sourtesigsing capital. Capital budgeting:
features, proposals, methods of capital budgepagback method, accounting rate of return
(AAR), Net Present Value Method(NPV) and Internatdkof Return (IRR) -simple problems.

TEXT BOOKS:
1. Financial AccountingS.N.Maheshwari, Sultan Chand, 2009.
2. Financial Management and Policyan Horne, James,C., Pearson ,2009.

REFERENCES:

Financial AccountingTulsian, S Chand, 2009.

Financial Statement AnalysiKhan and Jain, PHI, 2009
Financial Management.M.Pandey, Vikas Publications
Financial ManagemenBhatSundhindra, Excel: 2009
Financial ManagemenPrasanna Chandra, T.M.H, 2009.

oM PE

Page26 of 119



R1e MCA

SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

| MCA Il- Semester 3 1 0 3
(16MC805) OOPS THROUGH JAVA

Course Objectives:

* Understand fundamentals of programming such asas, conditional and iterative
execution, methods, etc.

* Understand fundamentals of object-oriented programgnn Java, including defining
classes, invoking methods, using class libraries, e

» Have the ability to write a computer program toseadpecified problems.

 Be able to use the Java SDK environment to credgbug and run simple Java
programs.

* Understand the fundamentals of Java collection éramork, Exceptions and multi-
threading concepts.

» Understand the GUI concepts like Applets, Swings.

* Understand the event handling mechanisms.

Course Outcomes:

Students who have completed this course able to:

* Understand fundamentals of programming such asas, conditional and iterative
execution, methods, etc.

* Understand fundamentals of object-oriented programgnn Java, including defining
classes, invoking methods, using class libraries, e

» Have the ability to write a computer program toveadpecified problems.

* Able to do the java collection framework programs.

*  Work with GUI, Event handling mechanism.

UNIT-I

Java BasicsHistory of Java, Java buzzwords, comments, datastypariables, constants,
scope and life time of variables, operators, operhaterarchy, expressions, type conversion
and casting, enumerated types, control flow-blampe, conditional statements, loops, break
and continue statements, simple java program, srriaput and output, formatting output,
Review of OOP concepts, encapsulation, inheritarmalymorphism, classes, objects,
constructors, methods, parameter passing, staldsfiand methods, access control, this
reference, overloading methods and constructorsyrs®n, garbage collection, building
strings, exploring string class, Enumerations, daixing and unboxing, Generics.

UNIT-II
Inheritance: Inheritance concept, benefits of inheritance, $upasses and Sub classes,
Member access rules, Inheritance hierarchies, suges, preventing inheritance: final classes
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and methods, casting, polymorphism- dynamic bindmgthod overriding, abstract classes
and methods, the Object class and its methods.

Interfaces: Interfaces vs. Abstract classes, defining an fiater, implementing interfaces,
accessing implementations through interface ret@grextending interface.

Inner classes:Uses of inner classes, local inner classes, anoagnmner classes, static inner
classes, examples.

Packages: Defining, Creating and Accessing a Package, Unaeditg CLASSPATH,
importing packages.

UNIT-III

Data Structures Creation and Manipulation in Javaintroduction to Java Collections,
Overview of Java Collection frame work, CommonlyedsCollection classes — ArrayList,
LinkedList, HashSet, HashMap, TreeMap, Collectiotetfaces — Collection, Set, List, Map,
Legacy Collection classes — Vector, Hashtable, KSt&uctionary(abstract), Enumeration
interface, Iteration over Collections — Iteratoteiface, Listlterator interface. Other Utility
classes — StringTokenizer, Formatter, Random, StaQbservable, Using java.util.

Files— streams- byte streams, character streams, tgxit/tutput, binary input/output,
random access file operations, File managemeng sia class, Using java.io.

Networking in Java:— Introduction, Manipulating URLs, Ex. Client/Serdateraction with
Stream Socket Connections, Connectionless Clien#génteraction with Datagrams, Using
java.net.

UNIT-IV

Exception Handling:— Dealing with errors, benefits of exception hangllithe classification
of exceptions- exception hierarchy, checked exoaptand unchecked exceptions, usage of
try, catch, throw, throws and finally, rethrowingceptions, exception specification, built in
exceptions, creating own exception sub classesledinies for proper use of exceptions.
Multithreading - Differences between multiple processes and multipteads, thread states,
creating threads, interrupting threads, threadrities, synchronizing threads, interthread
communication, thread groups, daemon threads.

UNIT-V

GUI Programming with Java - The AWT class hierarchy, Introduction to Swingvigg vs.
AWT,MVC architecture, Hierarchy for Swing comporngntontainers — Top-level containers
— JFrame, JApplet, JWindow, JDialog, Light weiglintainers — JPanel, A simple swing
application, Overview of several swing componerlisutton, JToggleButton, JCheckBox,
JRadioButton, JLabel, JTextField, JTextArea, JLKIomboBox, JMenu, Jai&a Graphics
capabilities — Introduction, Graphics contexts gacdhphics objects, color control, Font
control, Drawing lines, rectangles and ovals, Dragvarcs, Layout management - Layout
manager types - border, grid, flow, box.

Event Handling - Events, Event sources, Event classes, Event LigterRelationship
between Event sources and Listeners, Delegatiomtevedel, Semantic and Low-level
events, examples: handling a button click, handhmguse and keyboard events, Adapter
classes.
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Applets — Inheritance hierarchy for applets, differencesvieen applets and applications, life
cycle of an applet - Four methods of an applet,di@ping applets and testing, passing
parameters to applets, applet security issues.

TEXT BOOKS:

1. Java: The complete referencéh edition, Herbert Schildt, TMH.

2. Core Java, Volume 1-Fundamenta¢sghth edition, Cay S.Horstmann and Gary Cornell,
Pearson education

REFERENCES:

1. An introduction to Java programming and object ated application developmerR.A.
Johnson- Cengage Learning.

2. An introduction to programming and OO design usitaya J.Nino, F.A.Hosch, John
Wiley&Sons.

3. Java for ProgrammersP.J.Deitel and H.M.Deitel, Pearson education / J&l@w to
Program P.J.Deitel and H.M.Deitel ,8th edition, PHI

4. Object Oriented Programming with JaveB.Eswara Reddy, T.V.Suresh Kumar,
P.Raghavan, Pearson-Sanguine
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA 1I- Semester 3 1 0 3
(16MC806) DATASTRUCTURES
Course Obijectives:
» To understand the basic structure concept suctbagakt Data Types, Linear and Non
Linear Data structures.
» To understand the notations used to analyze tHferRence of algorithms.
* To understand the behavior of data structures asdtacks, queues, trees, directories,
trees, Graph and their representations.
* To choose the appropriate data structure for afsge@pplication.
» To understand and analyze various searching atidgatgorithms.
» To write programs in C to solve problems using gatactures such as array, linked lists,
gueues, trees, graphs, hash tables, search trees.
Course Outcomes:
» Learn how to use data structure concepts for te&apisoblems.

» Ability to identify appropriate data structure femlving computing problems in

C language.
» Ability to solve problems independently and thinkically.
UNIT-I

Sorting: Bubble Sort, Selection Sort, Insertion Sort, Me8prt, Radix Sort and Quick Sort
Searching: Linear Search, Binary Search, and Fibonacci Search

Dictionaries: Sets, Dictionaries, Hash Tables, Open HashingsecladHashing (Rehashing
Methods), Hashing Functions (Division Method, Mplitation Method, Universal Hashing),
Analysis of Closed Hashing Result (Unsuccessfulr@galnsertion, Successful Search,
Deletion), Hash Table Restructuring, Skip Listsahysis of Skip Lists.

UNIT-II

Linked list: Definition, Operations on Single linked lists, Doty linked lists, Circular linked
lists and Circular Double linked lists

Applications of Linked list: Sparse Matrix Manipulation, Polynomial Representati

UNIT-III

Stacks: Introduction, Definition, Representation of StackArrays and Linked lists,
Operations on stacks, Applications of stacks-Ev#dona of Arithmetic Expression,
Implementation of Recursion, Factorial Calculatiohgwers of Hanoi.

Queues:Introduction, Definition, Representation of Queu&says and Linked lists, Various
Queue structures, Operations on Queues, Applicgt®nority queues.

UNIT-IV
Search Trees: Binary Search Trees, Definition, ADT, Implemergati Operations-

Searching, Insertion and Deletion.
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AVL Trees, Definition, Height of an AVL Tree, Op¢i@ns — Insertion, Deletion and
Searching.

Introduction to Red —Black and Splay Trees, B-Tr&3ree of order m, height of a B-Tree,
insertion, deletion and searching, Comparison efSeTrees

UNIT-V

Graphs: Operations on Graphs: Vertex insertion, vertex to@ie find vertex, edge addition,
edge deletion, Graph Traversals- Depth First SeanchBreadth First Search (Non recursive)
Graph storage Representation- Adjacency matrigcaaicy lists.

Graph algorithms: Minimum-Cost Spanning Trees-Prim's Algorithm, Krak& Algorithm
Shortest Path Algorithms: Dijkstra's Algorithm, AMairs Shortest Paths Problem: Floyd's
Algorithm, Warshall's Algorithm,

TEXT BOOKS:

1. ‘Programming in C and Data Structures').R. Hanly, Ashok N. Kamthane, A.
AnandaRao, Pearson Education.

2. 'C Programming & Data Structures’'B.A.Forouzan and R.F. Gilberg, 3/e, Cengage
Learning.

3. ‘An Introduction to Data Structures With Applicats, Trembley, Sorenson, 2/e, TMH.

4. ‘Classic Data Structures’D.Samanta, 2nd edition, PHI.

REFERENCES:

1. Programming in C — Stephen G. Kochan, Il EditiBearsonEductaion.

2. C Programming with problem solving, J.A. Jones &H&arrow, Dreamtech Press

3. Data Structures using C — A.M.Tanenbaum, Y.Langsang M.J. Augenstein, 8l/e,
Pearson Education / PHI,.

4. Fundamentals of Data structures in C, 2nd EditighHorowitz, S.Sahni and
Susan Anderson-Freed, Universities Press

5. Data structures A Programming Approach with C, RuShwaha and A.K.Misra, PHI.

6. Data structures: A Pseudocode Approach with C, 2nddition,
R.F.GilbergAndB.A.Forouzan, Cengage Learning.

7. Data Structures using C, A.M.Tanenbaum,Y. Langsdrd,Augenstein, Pearson.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA II- Semester 3 1 0 3
(16MC807) DATABASE MANAGEMENT SYSTEMS
Course Objectives:
» To understand the fundamentals of data models anceptualize and depict a database
system using ER diagram
* To make a study of SQL and relational databaseudesi
* To know about data storage techniques a query gsoag
» Toimpart knowledge in transaction processing, comncy control techniques and
recovery procedures.
Course Outcomes:
* Understand the basic concepts of the databaseaadnbdels.
 Design a database using ER diagrams and map ERRstations and normalize
therelations.
» Acquire the knowledge of query evaluation to manite performance of the DBMS.
* Develop a simple database applications using nazatadn.
* Acquire the knowledge about different special psgpdatabases and to critique how they
differ from traditional database systems.

UNIT-I

Introduction: Introduction to database systems; Database - DBIigt$ction, approaches to
building a database, data models, database managsystem, three- schema architecture of
a database, challenges in building a DBMS, varmusponents of a DBMS. E/R Model -
Conceptual data modeling - motivation, entitiestitgrtypes, various types of attributes,
relationships, relationship types, E/R diagram thata examples.

UNIT-II

Relational Data Model - Concept of relations, schema-instance distincti®ys, referential
integrity and foreign keys, relational algebra @pers: selection, projection, cross product,
various types of joins, division, example queriemle relation calculus, domain relational
calculus, converting the database specificatide/id notation to the relational schema.

UNIT-II

SQL: Introduction, data definition in SQL, table, kegydaforeign key definitions, update
behaviors. Querying in SQL - basic select-from-vehielock and its semantics, nested queries
- correlated and uncorrelated, notion of aggregataggregation functions group by and
having clauses, embedded SQL.

UNIT-IV
Dependencies and Normal forms:Importance of a good schema design, problems
encountered with bad schema designs, motivatiomnéomal forms, dependency theory -
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functional dependencies, Armstrong's axioms forsFBlosure of a set of FD's, minimal
covers, definitions of 1NF, 2NF, 3NF and BCNF, dapositions and desirable properties of
them, algorithms for 3NF and BCNF normalization ltimealued dependencies and 4NF, join
dependencies and definition of 5NF.

UNIT-V

Data Storage and Indexesfile organizations, primary, secondary index stinwes, various
index structures - hash-based, dynamic hashingigabs, multi-level indexes, B+ trees.
Transaction processing and Error recovery - coscefransaction processing, ACID
properties, concurrency control, locking basedqgwols for CC, error recovery and logging,
undo, redo, undo-redo logging and recovery methods.

TEXT BOOKS:

1. Database management Systeister Rob, A.AnandaRao and Carlos Coronel, Cengag
Learning.

2. Fundamentals of Database SysteHisnasri, Navate, Pearson Education.

REFERENCES:

1. Introduction to Database Systen@sJ. Date Pearson Education.

2. Oracle for ProfessionalsThe X Team, S.Shah and V.Shah, SPD.

3. Database Management SystefRaghurama Krishnan, Johannes Gehrke, TATA McGraw
Hill 3™ Edition.

4. Database System ConcepBilberschatz, Korth, McGraw Hill, V Edition.

Database Systems using Oraddesimplified guide to SQL and PL/SQL, Shah, PHI.

6. Fundamentals of Database Management Systehis Gillenson, Wiley Student Edition.

o

Page330f 119



R1e MCA

SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUYS)

L T P C

| MCA II- Semester 0 0 4 2

(16MC808) JAVA PROGRAMMING LAB

Course Obijectives:
* To understand Java and object-oriented concepts.
* To write, debug, and document well-structured Jgyalications
* To understand decision and iteration control stm&s to implement algorithms
» To write simple recursive algorithms
* To implement interfaces, inheritance, and polymanphas programming techniques
* To apply exceptions handling
* To implement Java collection framework as prograngrechniques.

Course Outcomes:
After completion of this course, the students wdddable to
» Understand programming language concepts, pantigulava and object-oriented
concepts.
* Write, debug, and document well-structured Javdicgtpns
* Implement Java classes from specifications
» Effectively create and use objects from predeficleds libraries
» Understand the behavior of primitive data typegedireferences, and arrays
* Apply decision and iteration control structuresmplement algorithms
» Write simple recursive algorithms
* Implement interfaces, inheritance, and polymorphasnprogramming techniques.
* Implement Java collection frame work as programnt@udpniques.

List of Sample Programs/Experiments

1. a) Write a Java program that prompts the userrfont@ger and then prints out all prime
numbers up to that integer

b) Write a Java program to multiply two given megs.

¢) Write a Java program to find the roots of quadmrquation.

d) Write a Java program to generate filStbonacci numbers.
2. Write a Java Program that reads a line of integard,then displays each integer, and the
sum of all the integers (Use StringTokenizer cte#gava.util)
Write a Java program to find both the largest andlest number in a list of integers.
Write a Java program to illustrate method overlogdi
Write a Java program to sort a list of names ieagmng order.
Write a Java program to implement the matrix ADTingsa class. The operations
supported by this ADT are:
a) Reading a matrix. b) Printing a matrix.

oo s W
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¢) Addition of matrices. d) Subtraction of matsce
e) Multiplication of matrices.

7. Write a Java Program to solve Towers of Hanoi bl

8. Write a Java Program that uses a recursive funtdi@ompute ncr. (Note: n and r values
are given.)

9. Write a Java program to perform the following opierss:
a) Concatenation of two strings.
b) Comparison of two strings.

10. Implement the complex number ADT in Java usingassl The complex ADT is used to
represent complex numbers of the form c=a+ib, wize@nd b are real numbers. The
operations supported by this ADT are:

a) Reading a complex number. d) Subtraction of cemnpumbers.
b) Writing a complex number. e) Multiplication ofraplex numbers.
c) Addition of Complex numbers. f) Division of comglaumbers.

11.Write a Java program that makes frequency coulgttfs in a given text.

12.Write a Java program that uses functions to pertberfollowing operations :
a) Inserting a sub-string in to the given main striiregn a given position.
b) Deleting n characters from a given position in\gegistring.

13.Write a Java program that checks whether a givengsts a palindrome or not. Ex:
MADAM is a palindrome.

14.Write a Java program to make frequency count ofieam a given text.

15. Write a Java program that reads a file name frarufer, then displays information about
whether the file exists, whether the file is reddatvhether the file is writable, the type of
file and the length of the file in bytes.

16.Write a Java program that reads a file and dispthgsfile on the screen, with a line
number before each line.

17.Write a Java program that displays the number afastters, lines and words in a text file.

18. Write a Java program to change a specific characefile.

Note: Filename, number of the byte in the file éodhanged and the new character are
specified on the command line.

19. Write a Java program that:

i) Implements stack ADT.
i) Converts infix expression into Postfix form
iii) Evaluates the postfix expression.

20.Develop an applet in Java that displays a simplssage.

21.Develop an applet in Java that receives an int@geme text field, and computes its
factorial Value and returns it in another textdieWhen the button named “Compute” is
clicked.

22.Write a Java program that works as a simple calouldJse a grid layout to arrange
buttons for the digits and for the +, -,*, % operas. Add a text field to display the result.

23.Write a Java program for handling mouse events.

24.Write a Java program that creates three threadst thread displays “Good Morning”
every one second, the second thread displays “Hellery two seconds and the third
thread displays “Welcome” every three seconds.
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25.Write a Java program that correctly implements poed consumer problem using the
concept of inter thread communication.

26.Write a Java program that creates a user intetfagerform integer divisions. The user
enters two numbers in the text fields, Num1 and Ruihe division of Num1 and Num2
is displayed in the Result field when the Dividdtbno is clicked. If Num1 or Num2 were
not an integer, the program would throw a Numbemntas Exception. If Num2 were Zero,
the program would throw an Arithmetic Exception &y the exception in a message
dialog box.

27.Write a Java program that implements a simple tierver application. The client sends
data to a server. The server receives the dats,itugeproduce a result, and then sends the
result back to the client. The client displays fesult on the console. For ex: The data sent
from the client is the radius of a circle, and tasult produced by the server is the area of
the circle. (Use java.net)

28.Write a Java program that simulates a traffic lighite program lets the user select one of
three lights: red, yellow, or green. When a radittdn is selected, the light is turned on,
and only one light can be on at a time No ligladnswhen the program starts.

29.Write a Java program that allows the user to dra@s| rectangles and ovals.

30.Write a Java program to create an abstract clasede&Shape that contains an empty
method named number of Sides (). Provide threeselanamed Trapezoid, Triangle and
Hexagon such that each one of the classes exteaddass Shape. Each one of the classes
contains only the method number of Sides () thatvs the number of sides in the given
geometrical figures.

31.Suppose that a table named Table.txt is storedéxtdfile. The first line in the file is the
header, and the remaining lines correspond to rimwghe table. The elements are
separated by commas. Write a java program to digpkatable using Jtable component.

32.Write a Java program that illustrates the following
a) Creation of simple package. b) Accessing a packaygmplementing interfaces.

33.Write Java programs that illustrates the following
a) Handling predefined exceptions
b) Handling user defined exceptions

34.Write Java programs that use both recursive aner@aursive functions for implementing
the following searching methods:
a) Linear search b) Binary search

35. Write Java programs to implement the List ADT usamgays and linked lists

36.Write Java program to implement the Queue ADT usimgys and linked lists.

37.Write a Java program for handling Key events.

38.Write a Java program that uses both stack and cuetest whether the given string is a
palindrome.

39. Write Java programs to implement the following gsansingly linked list.
a) Stack ADT b) Queue ADT

40. Write Java programs for implementing the followsarting methods:
a) Bubble sort d) Quick sort b) Selection sort c) Insertion sort
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REFERENCES:

1. An introduction to Java programming and object ated application developmerR.A.
Johnson- Cengage Learning.

2. An introduction to programming and OO design usitaya J.Nino, F.A.Hosch, John
Wiley&Sons.

3. Java for ProgrammerB,.J.Deitel and H.M.Deitel, Pearson education / Jd¥aw to
Program P.J.Deitel and H.M.Deitel ,8th edition, PHI

4. Object Oriented Programming with JavaB.Eswara Reddy, T.V.Suresh Kumar,
P.Raghavan, Pearson-Sanguine
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

| MCA Il- Semester 0 0 4 2
(16MC809) DATA STRUCTURES THROUGH C LAB

1. Write a program in C for the following sorting mets.
i) Bubble sort.
i) Selection sort.
iii) Insertion sort.
iv) Merge sort.
v) Quick sort.
2. Write a program in C for the following searchingthuas.
i) Linear search ii) Binary search
3. Write a menu driven program that implements sinlyiked list operations (Create,
Display, intersection, deletion, Concatenate, meug@n, Count, Copy, Reverse, Sort).
4. Write a menu driven program that implements doubiked list operations (Create,
Display, Count, Insert, Delete, Search, Copy, Revand Sort).
5. Write a menu driven program that implements doubiked list operations (Create,
Display, Concatenate, merge, union and intersection
6. Write a menu driven program that implements singiscular linked list operations
(Create, Display, Count, Insert, Delete, SearcipyCReverse and Sort).
7. Write a program in C to implement simple Stack, @yeCircular Queueand Priority
Queue using arrays and linked list concepts.
8. Write a menu driven program in C to
i) Create a binary search tree.
i) Traverse the tree in Inorder, Preorder and PostiOrd
iii) Search the tree for a given node and delete the.nod
9. Write a program in C to implement insertion ancetieh in B- tree.
10. Write a program in C to implement insertion ancetieh in AVL tree.
11.Write a menu driven program that implements Heap {Maximum and Minimum Heap
tree) for the following operations. (Using arrag$ért, Delete.
12.Write a program to implement double hashing teammitp map given key to the address
space. Also write code for collision resolutioméar probing).
13. Write a program in C to implement Dijkstras sharfgsth algorithm for a directed graph.
14.Write a program in C to insert and delete nodegaph using adjacency matrix.
15. Write a program in C to implement BFS using linkedresentation of graph.
16.Write a program in C to implement Depth first séarsing linked representation of
graph.
17.Write a program in C to create a minimum spanniag tising Kreskas’s algorithm.
18.Write a program in C to create a minimum spanniag tising Prim’salgorithm.
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REFERENCES:

1. Programming in C — Stephen G. Kochan, Il EditiBearsonEductaion.

2. C Programming with problem solving, J.A. Jones &H@rrow, Dreamtech Press

3. Data Structures using C — A.M.Tanenbaum, Y.Langsang M.J. Augenstein, 8l/e,
Pearson Education / PHI,.

4. Fundamentals of Data structures in C, 2nd EditighHorowitz, S.Sahni and
Susan Anderson-Freed, Universities Press

5. Data structures A Programming Approach with C, RuShwaha and A.K.Misra, PHI.

6. Data  structures: A  Pseudocode  Approach  with C,  2nddition,
R.F.GilbergAndB.A.Forouzan, Cengage Learning.

7. Data Structures using C, A.M.Tanenbaum,Y. Langsdrd,Augenstein, Pearson.

8. Data Structures and Algorithms made easy in JAMA] Edition, NarsimhaKarumanchi,
CareerMonk Publications.

9. Data Structures, S.Lipscutz,Schaum’s Outlines, TMH.

10. Data structures using C, A.K.Sharma, 2nd editi@aron..
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| MCA Il- Semester

SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
0 0 4 2
(16MC810) DATABASE MANAGEMENT SYSTEMS LAB

Course Obijectives:

The objective of the course is to enabledents to understand and use a relational
database system.

Introduction to Databases, Conceptual desigging ERD, Functional
dependencies and Normalization, Relational Bigeare covered in detail.

Students learn how to design and create@ gtatabase and use various SQL
operations.

The course concludes with an overview of transaatianagement and introduction to
advanced and non-relational databases.

Course Outcomes:

Able to master the basic concepts and understandgplications of database systems.
Able to construct an Entity-Relationship (E-Rijodel from specifications and to
transform to relational model.

Able to construct unary/binary/set/aggregate gsaneRelational Algebra.

Understand and apply database normalization ptesip

Able to construct SQL queries to perform CRUD ofiers on database. (Create,
Retrieve, Update, Delete)

Understand principles of database transaction neanagt, database recovery, security.
Be aware of non-relational databases and applitatio

List of Sample Programs/Experiments

1.

4.

Create table using various data types, modifyingcstire of the table (adding, removing
columns and changing column name), inserting rowes the table and display rows using
SELECT command.

Create table using necessary constraints, - additeying, dropping of constraints and
inserting rows into a table - examples using SELEGHMmand.

Queries using Relational, Logical Operators, IN, TNON, LIKE, NOT LIKE,
BETWEEN, NOT BETWEEN etc.

Queries (along with sub Queries) using ANY, ALL,, IEXISTS, NOTEXISTS, UNION,
INTERSET, Constraints.

Example:- Select the roll number and name of thdesit who secured fourth rank in the

5.

class.
Queries using Aggregate functions (COUNT, SUM, A\MEAX and MIN), GROUP BY,
HAVING and Creation and dropping of Views.
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6. Queries using Conversion functions (to_char, to Imemmand to_date), string functions
(Concatenation, Ipad, rpad, Itrim, rtrim, lower,pep, initcap, length, substr and instr),
date functions (Sysdate, next_day, add_months,dagt months_between, least, greatest,
trunc, round, to_char, to_date)

7. i)Creation of simple PL/SQL program which includdsclaration section, executable
section and exception —Handling section (Ex. Studearks can be selected from the table
and printed for those who secured first class anéx@eption can be raised if no records
were found)

i) Insert data into student table and use COMMRQLLBACK and SAVEPOINT in
PL/SQL block.

8. Develop a program that includes the features NESTEEBCASE and CASE expression.
The program can be extended using the NULLIF an&KESCE functions.

9. Program development using WHILE LOOPS, numeric HQROPS, nested loops using
ERROR Handling, BUILT -IN Exceptions, USE definedxcEptions, RAISE-
APPLICATION ERROR.

10.Programs development using creation of procedy@ssing parameters IN and OUT of
PROCEDURES.

11.Program development using creation of stored fonsti invoke functions in SQL
Statements and write complex functions.

12.Program development using creation of package fpatodon, package bodies, private
objects, package variables and cursors and catorgd packages.

13.Develop programs using features parameters in aStAR FOR UPDATE CURSOR,
WHERE CURRENT of clause and CURSOR variables.

14.Develop Programs using BEFORE and AFTER Triggemy Rnd Statement Triggers
and INSTEAD OF Triggers

REFERENCES:

SQL & PL/SQL for Oracle 1Qdlack Book, Dr.P.S. Deshpande.

Introduction to SQLRick F.VanderLans, Pearson Education.

Oracle PL/SQL Programmin§teven Feuerstein,SPD.

The Database BoolN.Gehani, Universities Press.

Database Systems using OraddeSimplified Guide to SQL and PL/SQL, Shah, PHI.

abrwDdE
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA lI- Semester 3 0 0 0
(16HS616) APTITUDE PRACTICE-I
Course Objectives:
After thorough learning of Quantitative AptitudedalReasoning, a student:
» Wil be able to critically evaluate various redélsituations by resorting to Analysis of
key issues and factors.
* Will be able to read between the lines and undedstarious language structures.
» Wil be able to demonstrate various principles imed in solving mathematical problems
and thereby reducing the time taken for perfornpatmfunctions.
Course Outcomes:
At the end of the course, students would be expdote
* Have developed the subtle way of approaching ircémglidate.
* Have acquired the decision making with in no time.
» Have acquired logical thinking during professioteadure.
» Have obtained quick decision making skills.

UNIT-I

Numbers: Classification of numbers, Divisibility rules, fimd) the units digit, decimal
fractions, simplifications, LCM and HCF Models. Sqe roots and Cube roots.
Averages:Averages, Mixtures and Allegations

Ages:Problems on Ages

UNIT-II

Time and Distance:Relation between speed, distance and time, Congekinph into m/s
and vice versa, Problems on average speed, Relgpged, Trains, Boats and Streams,
circular tracks and Races.

Time and Work: Problems on unitary method, Relation between MeaysD Hours and
Work. Problems on Man-Day-Hours method, Problemsilternate days, Problems on Pipes
and Cisterns.

UNIT-1I

Percentages:Converting percentage into decimals and vice veEsaivalent percentage of
fractions.

Partnership: Introduction, Relation between capitals, Periothoéstments and shar&stio
and proportion: Ratio and its properties, Comparison of ratiospbRrms on ratios,
Compound Ratio, Problems on proportion, Mean pribgeal and continued proportion.
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UNIT-IV

Profit and Loss: Problems on Profit and Loss, Relation between €dst and Selling price,
Discount and Marked Price, Two different articleddsat same Cost Price, Two different
articles sold at same Selling Price, Gain% and %oss

Simple Interest Definitions, Problems on interest and amountbRnms on rate of interest
and time period.

Compound Interest: Definition and formula for amount in compound imst; Difference
between simple interest and compound interest fpedts on the same, Principle and time
period.

UNIT-V

Clocks: Finding the angle when the time is given, Finding time when the angle is known,
Relation between Angle, Minutes and Hours, Excegtieases in clocks

Calendars: Definition of a Leap Year, Finding the number ofddays, framing the year
code for centuries, Finding the day of any randaferdar date

Blood relations: Defining the various relations among the members damily, Solving
Blood Relation puzzles, solving the problems on d8loRelations using symbols and
notations.

TEXT BOOKS:
1. Thorpe’s verbal reasonindsL Barrons, McGraw Hills, LSAT Materials
2. A modern approach to Logical reasonii®)S Agarwal, S.Chand

REFERENCES:

1. Quantitative AptitudeR S Agarwal, S Chand,

2. Quantitative AptitudeG. L BARRONS

3. Quantitative AptitudeAbhijitGuhaMcGraw Hills

4. Magical Book on Quicker Math3yra, BSC publishing company
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 3 1 0 3
(16MC811) COMPUTER NETWORKS
Course Objectives:
» To understand networking concepts and basic congation model
» To understand network architectures and compomeqgtsred for data communication.
* To analyze the function and design strategy of ghaysdata link, network layer and
transport layer

» To Acquire knowledge of various application protbstandard developed for Internet

Course Outcomes:

» Able to trace the flow of information from one nageanother node in the network
» Able to Identify the components required to buiifiedtent types of networks

» Able to understand the functionalities needed taadommunication into layers

» Able to choose the required functionality at eafel for given application

» Able to understand the working principles of vas@pplication protocols

» Acquire knowledge about security issues and ses\as@ilable

UNIT-I

Network hardware, Reference models, TransmissiodianéNarrow band and Broadband
ISDN. DATA LINK LAYER DESIGN ISSURES - Error detdon and correction,

Elementary Data link protocols, Sliding window mootls. MEDIUM ACCESS CONTROL

SUBLAYER - Channel allocation methods, TDM, FDM, @HA, Carrier sense Multiple

access protocols, Collision free protocols, EtheMéreless LAN.

UNIT-II

Network layer: Routing Algorithms - Shortest path, Flooding, Wlbased, Distance vector,
Link state, Hierarchical, Broadcast Routing. Comigescontrol algorithms-General principals
of congestion control, Congestion prevention paliahoke packets and Load shedding.

UNIT-III

Internetworking: Tunneling, Fragmentation. Network layer in theemet-IP protocols, IP
address, Subnets, Internet control protocols, OBRP, Internet multicasting & Mobile IP.
ATM networks-cell formats, connection setup routiagwitching, service categories, and
quality of service, ATM LANS.

UNIT-IV

The Transport Layer: Elements of transport protocols - addressing, béistang a
connection, releasing connection, flow control &ffeting & crash recovery. Internet
Transport protocol - TCP & UDP.
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UNIT-V

Application layer: Name service(DNS) Domain Hierarchy, Name senhdasne resolutions,
Traditional applications, SMTP, MIME, World Wide \WedTTP, Network Management,
SNMP. Network Security: Cryptography — Substitut@iphers, Transposition Ciphers.
Symmetric & Public Key algorithms — DES, RSA.

TEXT BOOKS:
1. Computer Networks Andrew S Tanenbaum, 4th Edition. Pearson Edoicati
2. Data Communications & Networkindg” Edition, Behrouz A. Forouzan, McGraw-Hill.

REFERENCES:

1. An Engineering Approach to Computer Netwegk&eshav, %' Edition, Pearson
Education.

Data and Computer Communicatioby William Stallings. 8e, 2003, PEA.
Understanding communications and Netwo@&Edition, W.A.Shay, Cengage Learning.
Computer and Communication Networkéader F. Mir, Person Education.

Computer Networking: A Top-Down Approach Featuting Internet James F.Kurose,
K.W.Ross, 8 Edition, Pearson Education.

bk wbd
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 3 1 0 3
(16MC812) OBJECT ORIENTED ANALYSIS AND DESIGN (Using UML)
Course Objectives:
» To provide a brief, hands-on overview of objeceated analysis in software process
* To discuss case studies based project specificatindevelop object-oriented models and
identify implementation strategies.
* To demonstrate and apply basic object orientednigols to create and modify object
oriented analysis and design models.
Course Outcomes:
* Understand the basic concepts to identify state&alvior of real world objects
» Able to learn the various object oriented method@s and choose the appropriate one for
solving the problem with the help of various caselies
» Understand the concept of analysis, design & tgstrdevelop a document for the project
» Able to implement analysis, design & testing phaseteveloping a software project

UNIT-I

Introduction to UML: Importance of modeling, pripées of modeling, object oriented
modeling, conceptual model of the UML, Architectused Software Development Life
Cycle.

UNIT-II

Basic Structural Modeling: Classes, Relationshipsamon Mechanisms, and diagrams.
Advanced Structural Modeling: Advanced classesanaded relationships, Interfaces, Types
and Roles, Packages, E. R. Diagram.

UNIT-II

Class & Object Diagrams: Terms, concepts, mode&agniques for Class & Object
Diagrams.

Basic Behavioral Modeling: Interactions, Interantaiagrams, Use case Diagrams, Activity
Diagrams.

UNIT-IV

Advanced Behavioral Modeling: Events and signaitesmachines, processes and Threads,
time and space, state chart diagrams. Architeciiogleling: Component, Deployment,
Component diagrams and Deployment diagrams.

UNIT-V
Patterns and Frameworks, Artifact Diagrams. CasdyStThe Unified Real time application.
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TEXT BOOKS:

1

. Grady Booch, James Rumbaugh, lvar Jacob3twe: Unified Modeling Language User

Guide,Pearson Educatiof®Edition.

REFERENCES:

1.
2.

Meilir Page-Jonef-undamentals of Object Oriented Design in UNPearson Education.
Pascal Roquedvodeling Software Systems Using UMMZILEY-DreamTech India Pvt.
Ltd.

Appling UML and Patterns: An introduction to ObjeetOriented Analysis and Design
and Unified ProcessCraig Larman, Pearson Education.

Object-Oriented Analysis and Design with the UniflerocessBy John W. Satzinger,
Robert B Jackson and Stephen D Burd, Cengage loearni

UML and C++R.C.Lee, and W.M.Tepfenhart, PHI.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 3 1 0 3
(16MC813) OPERATING SYSTEMS
Course Obijectives:
» To be aware of the evolution and fundamental ppilesi of operating system, processes
and their communication
» To understand the various operating system compsitika process management,
memory management and to know about file managearehthe distributed file system
concepts in operating systems

* To be aware of components of operating system mel#vant case study

Course Outcomes:

» Able to understand the operating system comporaeTdsts services

* Implement the algorithms in process managemensalvihg the issues of IPC

» Able to demonstrate the mapping between the physieeory and virtual memory

» Able to understand file handling concepts in OSpective

» Able to understand the operating system comporardsservices with the recent OS

UNIT-I

Operating System Overview: Operating Systems objectives and functions, Coerput
System Architecture, OS Structure, OS OperationgluEon of Operating Systems -
Operating System services, Operating System Steicind operations - System Calls -
System Programs, Operating System Design and Ingoltation.

UNIT-II

Process Management, CPU Scheduling and Process Cdioiation: The Process, Process
State, Process Control Block, Threads, Processdftihg-Scheduling Queues, Schedulers,
Context Switch, Preemptive Scheduling, Dispatch8cheduling Criteria, Scheduling
algorithms, Multiple- Processor Scheduling, Reah&iScheduling, Thread scheduling, Case
studies: Linux, Windows.

Process Coordination— Process Synchronization, The Critical Sectioobm, Peterson’s
solution, Synchronization Hardware, SemaphoresssitaProblems of Synchronization,
Monitors, Case Studies: Linux, Windows.

UNIT-MI

Memory Management and Virtual Memory - Logical & Physical Address Space,
Swapping, Contiguous Allocation, Paging, Structuné Page Table, Segmentation,
Segmentation with Paging, Virtual Memory, DemandjiRg, Performance of Demanding
Paging, Page Replacement Page Replacement Algsrtithllocation of Frames, Thrashing,
Case Studies: Linux, Windows.
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UNIT-IV

Mass Storage Structure — Overview of Mass Storage Structure, Disk StmestuDisk
Attachment, Disk Scheduling, Disk Management, Sepgace Management, RAID structure,
stable-storage implementation, Tertiary storagectire.

File System Interface -The Concept of a File, Access methods, Directdryciure, File
System Mounting, File Sharing, Protection. File t8ys Implementation - File System
Structure, File System Implementation, Allocationethods, Free-space Management,
Directory Implementation, Efficiency and Performan€ase Studies: Linux, Windows.

UNIT-V

Deadlocks - System Model, Deadlock Characterization, MethaatsHandling Deadlocks,
Deadlock Prevention, Deadlock Avoidance, Deadlocktebtion and Recovery from
Deadlock.

Protection — System Protection, Goals of Protect®rinciples of Protection, Domain of
Protection, Access Matrix, Implementation of Accé&strix, Access Control, Revocation of
Access Rights, Capability-Based Systems, Language® Protection. Securityhe Security
problem, Program threats, System and network thré&ayptography as a security tool, User
authentication, Implementing security defenses\i#illing to protect systems and networks,
Computer —security classifications, Case Studigsit, Windows.

TEXT BOOKS:

1. Operating System PrincipleAbraham Silberschatz, Peter B. Galvin and Gregngéad’
Edition, Wiley student Edition.

2. Operating Systems — Internals and Design PrinciplésStallings, 8 Edition, Pearson
Education.

REFERENCES:

1. William Stallings,“Operating Systems — Internals and Design Princple7th Edition,
Prentice Hall, 2011.

2. Andrew S. TanenbaumModern Operating SystefisSecond Edition, Addison Wesley,
2001.

3. D M Dhamdhere, Operating Systems: A Concept-Based Apprasacond Edition, Tata
McGraw-Hill Education, 2007.

4. Charles Crowley, Operating Systems: A Design-Oriented Apprdadiata McGraw Hill
Education”, 1996.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

I MCA |- Semester 3 1 0 3
(16MC814) LINUX PROGRAMMING

Course Obijectives:

» To understand the LINUX system structure.

* To understand and use command line shell.

» To make effective use of Unix utilities and Shelligting language such as bash.

» To produce programs similar to standard unix wsitsuch as Is, mv, cp etc. using Unix
system calls.

» To develop the skills necessary for Unix systenmsg@mming including file system
programming, process and signal management, amdpnbcess communication.

» To develop the basic skills required to write netsorograms using Sockets.

Course Outcomes:
» Work confidently in Linux environment.
* Work with shell script to automate different tasissLinux administration

UNIT-I

Linux Utilities-File handling utilities, Securityybfile permissions, Process utilities, Disk
utilities, Networking commands, Filters, Text presig utilities and Backup utilities, SEd,
AWK.

Working with the BASh: Introduction, shell respdoiities, pipes and input Redirection,
output redirection, here documents, running a sketipt, the shell as a programming
language, shell meta characters, file name subetifushell variables, command substitution,
shell commands, the environment, quoting, test cantncontrol structures, arithmetic in
shell, shell script examples, interrupt processinggtions, debugging shell scripts.

UNIT-II

Linux Files: File Concept, File System Structuregdes, File types, The standard 1/O (fopen,
fclose, fflush, fseek, fgetc, getc, getchar, fppiatc, putchar, fgets, gets etc.), formatted 1/O,
stream errors, kernel support for files, Systeniscdibrary functions, file descriptors, low
level file access - usage of open, creat, readewciose, Iseek, stat family, umask, dup, dup2,
fentl, file and record locking. file and directonyanagement - chmod, chown, links(soft links
& hard links - unlink, link, symlink), mkdir, rmdirchdir, getcwd, Scanning Directories-
opendir, readdir, closedir,rewinddir, seekdir,delfunctions.

UNIT-I

Linux Process — Process concept, Kernel supportpfocess, process attributes, process
hierarchy, processstates, process compositionegsamontrol - process creation, waiting for a
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process, process termination, zombie process, orginacess, system call interface for
process management-fork, vfork, exit, wait, waitggec family, system.

Linux Signals — Introduction to signals, Signal geation and handling, Kernel support for
signals, Signal function, unreliable signals, fgkasignals, kill, raise , alarm, pause, abort,
sleep functions.

UNIT-IV

Inter process Communication: Introduction to IP@CI between processes on a single
computer system, IPC between processes on diffegetéms, pipes, FIFOs, Introduction to
three types of IPC (Linux)-message queues, semaglaord shared memory.

Message Queues- Kernel support for messages, LARIs for messages, client/server
example.

Semaphores-Kernel support for semaphores, Linuxs A& semaphores, file locking with
semaphores.

Shared Memory- Kernel support for shared memoryuki APIs for shared memory,
semaphore and shared memory example.

UNIT-V

Multithreaded Programming — Differences betweemalls and processes, Thread structure
and uses, Threads and Lightweight Processes, PDi8ead APIs, Creating Threads, Thread
Attributes, Thread Synchronization with semaphaed with Mutexes, Example programs.
Sockets: Introduction to Linux Sockets, Socketaystalls for connection oriented protocol
and connectionless protocol, example-client/sepvegrams.

TEXT BOOKS:
1. Unix Concepts and ApplicationsSumitabha Das, TMH,2006.
2. Beginning Linux Programminigy Neil Matthew, Richard Stones

REFERENCES:

1. A Linux and UNIX System Programming HandbbgiMichael Kerrisk

2. Linux System Programming&obert Love, O'Reilly, SPD.

3. Advanced Programming in the Unix environmemd Edition, W.R.Stevens, Pearson
Education.

4. System Programming with C and UrixHoover, Pearson.

Unix and Shell programmindd.A.Forouzan and R.F.Gilberg, Cengage Learning.

o
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA |- Semester 3 1 0 3
(16MC815) DATAWAREHOUSING AND MINING

Course Objectives:

» To expose the students to the concepts of Datahwasing Architecture and
implementation

* To Understand Data mining principles and techniquesintroduce DM as a cutting edge
business intelligence

* To learn to use association rule mining for hargllarge data

» To understand the concept of classification forréigeval purposes

» To know the clustering techniques in details fdtdreorganization and retrieval of data

» To identify Business applications and Trends ofaDatning

Course Outcomes:

Upon Completion of the course, the students wildbke to

» Store voluminous data for online processing

» Preprocess the data for mining applications

» Apply the association rules for mining the data

» Design and deploy appropriate classification teghes

» Cluster the high dimensional data for better orgatinon of the data
» Discover the knowledge imbibed in the high dimenalsystem

» Evolve Multidimensional Intelligent model from tyjail system

» Evaluate various mining techniques on complex dajacts

UNIT-I

Introduction: Fundamentals of data mining, Data Mining Functiities, Classification of
Data Mining systems, Data Mining Task Primitivastegration of a Data Mining System with
a Database or a Data Warehouse System, Major igsidega Mining.

Data Preprocessing:Need for Preprocessing the Data, Data Cleaninga Daégration and
Transformation, Data Reduction, Discretization &whcept Hierarchy Generation.

UNIT-II

Data Warehouse and OLAP Technology for Data Mining: Data Warehouse,
Multidimensional Data Model, Data Warehouse Ardititee, Data Warehouse
Implementation, Further Development of Data Cubehfielogy, From Data Warehousing to
Data Mining.

Data Cube Computation and Data Generalization: cigfit Methods for Data Cube
Computation, Further Development of Data Cube ahA®Technology, Attribute-Oriented
Induction.
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UNIT-I

Mining Frequent Patterns, Associations and Correlabns: Basic Concepts, Efficient and
Scalable Frequent Itemset Mining Methods, Miningaas kinds of Association Rules, From
Association Mining to Correlation Analysis, CongttaBased Association Mining
Classification and Prediction: Issues Regarding Classification and Predictions€ifization
by Decision Tree Induction, Bayesian ClassificatiBnle-Based Classification, Classification
by Backpropagation, Support Vector Machines, Asgo®@ Classification, Lazy Learners,
Other Classification Methods, Prediction, Accuraayd Error measures, Evaluating the
accuracy of a Classifier or a Predictor, Ensembéthdds.

UNIT-IV

Cluster Analysis Introduction: Types of Data in Cluster Analysis, A Categorizatioh
Major Clustering Methods, Partitioning Methods, tiehical Methods, Density-Based
Methods, Grid-Based Methods, Model-Based Clusteridgthods, Clustering High-
Dimensional Data, Constraint-Based Cluster Anaj)yQigtlier Analysis

Mining Streams, Time Series and Sequence Data:ndiBiata Streams, Mining Time-Series
Data, Mining Sequence Patterns in Transactionablizses, Mining Sequence Patterns in
Biological Data, Graph Mining, Social Network Anaiy and Multirelational Data Mining.

UNIT-V

Mining Object, Spatial, Multimedia, Text and Web Daa: Multidimensional Analysis and
Descriptive Mining of Complex Data Objects, Spabalta Mining, Multimedia Data Mining,
Text Mining, Mining the World Wide Web.

Applications and Trends in Data Mining: Data Mining Applications, Data Mining System
Products and Research Prototypes, Additional Themd3ata Mining and Social Impacts of
Data Mining.

TEXT BOOKS:

1. Data Mining — Concepts and Techniquegiawei Han & Micheline Kamber, Morgan
Kaufmann Publishers"®Edition, 2006.

2. Introduction to Data Mining— Pang-Ning Tan, Michael Steinbach and Vipin Kumar
Pearson education.

REFERENCES:

1. Data Warehousing in the Real WorddSam Aanhory & Dennis Murray Pearson Edn
Asia.

Insight into Data MiningK.P.Soman, S.Diwakar, V.Ajay, PHI,2008.

Data Warehousing FundamentaldPaulraj Ponnaiah Wiley student Edition

The Data Warehouse Life cycle ToolkiRalph Kimball Wiley student edition

Building the Data Warehoudgy William H Inmon, John Wiley & Sons Inc, 2005.

Data Mining Introductory and advanced topiddargaret H Dunham, Pearson education
Data Mining Techniques Arun K Puijari,2® edition, Universities Press.

Data Mining V.Pudi and P.Radha Krishna, Oxford UniversitysBre

©NOOAWDN
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Il MCA |- Semester

SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
0 0 4 2
(16MC816) UML LAB

1. The student should take up the case study of Whifidbrary application which is
mentioned in the theory, and Model it in differemgws i.e. Use case view, logical view,
component view, Deployment view, Database desigrnwdrd and Reverse Engineering,
and Generation of documentation of the project.

2. Student has to take up another case study of higitxe interest and do the same whatever
mentioned in first problem. Some of the ideas réigarcase studies are given in reference
books which were mentioned in theory syllabus aandberred for some idea.

3. Design the UML diagrams for the Library managentygtem

4. Design the UML diagram for the Student Marks managet System

5. Understanding the Forward engineering and Revergmeering for a project.

6. Case Study:Design the UML diagrams for your own project.

REFERENCES:

1. Grady Booch, James Rumbaugh, Ivar Jacobson: ThigetriVlodeling Language User
Guide, Pearson Education 2nd Edition.

2. Pascal Roques: Modeling Software Systems Using UNYR EY-DreamTech India Pvt.
Ltd.

3. Appling UML and Patterns: An introduction to ObjeetOriented Analysis and Design

and Unified Process, Craig Larman, Pearson Edutatio
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA |- Semester 0 0 4 2
(16MC817) OPERATING SYSTEMS AND LINUX PROGRAMMING LAB

Course Objectives:
* To understand the services provided by and to desigoperating system.
* To understand what a process is and how processaslzgeduled.
» To understand what a process is and how processagrechronized
* To understand different approaches to memory manege
* To understand the structure and organization ofillesystem.

Course Outcomes:
Upon completion of this course the students should:

« Understand process management, concurrent procassesreads, memory
* management, virtual memory concepts, deadlocks

» Compare performance of processor scheduling algosit

* Produce algorithmic solutions to process synchadion problems

1) Operating Systems Programs

1. Simulate the following CPU scheduling algorithms

a) Round Robin b) SJF c) FCFS d) Priority
2. Simulate all File Organization Techniques
a) Single level directory b) Two level c) Hieraicd d) DAG

3. Simulate Bankers Algorithm for Dead Lock Avoidance

4. Write a C program to create a child process aralathe parent to display “Hello” and
the child to display “Welcome” on the screen.

5. Simulate all page replacement algorithms such as
a) FIFO b) LRU c) LFU

6. Simulate Paging Technique of memory management.

7. Write C programs that make a copy of a file using

i) Standard 1/0 i) system calls.

8. Write C programs that count the number of blanks fext file using
i) Standard 1/0 i) system calls.

REFERENCES:

1. Operating System®.P. Choudhury, PHI Learning Private Ltd.
2. Operating System®&.Chopra, S.Chand and Company Ltd
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) LINUX Programs:

Course Obijectives:

* To know about Linux operating system and shellpsicrg.

» To comprehend about Linux utilities of file, prosesommunication etc.
* To know about system calls related to file, process IPC.

Course Outcomes:

» Able to use appropriate Linux commands contextually

» Able to write Shell scripts to automate the jobd processes.
» Able to use system calls related to file, processesIPC.

Linux Programming Programs:-

Note: Use Bash for Shell scripts.

1. Write a shell script that accepts a file name tistqiand ending line numbers as arguments
and displays all the lines between the given lineibers.

2. Write a shell script that deletes all lines contagna specified word in one or more files
supplied as arguments to it.

3. Write a shell script that displays a list of aletfiles in the current directory to which the
user has read, write and execute permissions.

4. Write a shell script that receives any number lef fiames as arguments checks if every
argument supplied is a file or a directory and repaccordingly. Whenever the argument
is a file, the number of lines on it is also repdrt

5. Write a shell script that accepts a list of filemes as its arguments, counts and reports the

occurrence of each word that is present in thédirgument file on other argument files.

Write a shell script to list all of the directorjek in a directory.

Write a shell script to find factorial of a givemtéger.

Write an awk script to count the number of lineaifile that do not contain vowels.

Write an awk script to find the number of charagtevords and lines in a file.

10.Write a ¢ program that makes a copy of a file usstgndard 1/0 and system calls.
Implement in C the following Unix commands usingsteyn calls
a. cat b. Is c. mv

11.Write a program that takes one or more file/dirgctoames as command line input and
reports the following information on the file.

a. File type. b. Number of links.  c. Timela$t access.
d. Read, Write and Execute permissions.

12.Write a C program to emulate the Unixls —| command.

13.Write a C program to list for every file in a ditery, its inode number and file name.

14.Write a C program that demonstrates redirectiostaridard output to a file.Ex: Is> f1.

15. Write a C program to create a child process araathe parent to display “parent” and
the child to display “child” on the screen.

16.Write a C program to create a Zombie process.

17.Write a C program that illustrates how an orpharréated.

© 0o NOo
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18.Write a C program that illustrates how to execwt® tommands concurrently with a
command pipe. Ex:- Is I | sort

19.Write C programs that illustrate communication begw two unrelated processes using
named pipe.

20.Write a C program (sender.c) to create a messageeqwith read and write permissions
to write 3 messages to it with different prioritymbers.

21.Write a C program (receiver.c) that receives thesages (from the above message queue
as specified in (20)) and displays them.

REFERENCES:

1. Unix and Shell ProgrammindM.G. Venkatesh Murthy, Pearson Education, 2005.
2. Unix Shells by Exampld™ Edition, Elllie Quigley, Pearson Education.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 0 0 4 2
(16MC818) DATA WAREHOUSING AND MINING LAB
Course Objectives:
This Lab course is intended to
* Introduce data mining techniques including dprtve, descriptive and visualization
modeling and their effective use in discongriinteresting hidden patterns in large
volume of data generated by businesses, @gieneb, and other sources.
» Focus is on the main process of data minisgch as data preparation,

classification, clustering, association analysil pattern evaluation

Course Outcomes:

After undergoing the course students will be able

» Synthesize the data mining fundamental concepts wauthniqgues from multiple
perspectives.

» Develop skills and apply data mining tools for siodvpractical problems

» Advance relevant programming skills.

» Gain experience and develop research skills byimgatle data mining literature.

Task 1: Credit Risk Assessment

Description:

The business of banks is making loans. Assessagrddit worthiness of an applicant is of

crucial importance. You have to develop a systehetp a loan officer decide whether the

credit of a customer is good, or bad. A bank'sriess rules regarding loans must consider

two opposing factors. On the one hand, a bank wantsake as many loans as possible.

Interest on these loans is the banks profit so@eethe other hand, a bank cannot afford to

make too many bad loans. Too many bad loans cealdito the collapse of the bank. The

bank's loan policy must involve a compromise: oot $trict, and not too lenient.

To do the assignment, you first and foremost neeaesknowledge about the world of credit.

You can acquire such knowledge in a number of ways.

1. Knowledge Engineering. Find a loan officer who ifliag to talk. Interview her and try to
represent her knowledge in the form of productides.

2. Books. Find some training manuals for loan officersperhaps a suitable textbook on
finance. Translate this knowledge from text fornptoduction rule form.

3. Common sense. Imagine yourself as a loan officermaake up reasonable rules which
can be used to judge the credit worthiness of ia &ggolicant.

4. Case histories. Find records of actual cases wdwempetent loan officers correctly judged
when, and when not to, approve a loan application.
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The German Credit Data

Actual historical credit data is not always easyctmne by because of confidentiality rules.
Here is one such dataset, consisting of 1000 acasas collected in Germany. Credit dataset
(original) Excel spreadsheet version of the Gergradit data. In spite of the fact that the data
is German, you should probably make use of it fas aissignment. (Unless you really can
consult a real loan officer!)

A few notes on the German dataset

DM stands for Deutsche Mark, the unit of currenegrth about 90 cents Canadian (but
looks and acts like a quarter).

» owns_telephone. German phone rates are muchrhigdre in Canada so fewer people own
telephones.

» Foreign_worker. There are millions of these inGany (many from Turrkey). It is very
hard to get German citizenship if you were not bafrGerman parents.

*There are 20 attributes used in judging a loariegm. The goal is the classify the applicant
into one of two categories, good or bad.

Subtasks: (Turn in your answers to the following taks)

1. List all the categorical (or nominal) attributesd the real-valued attributes seperately.(5
marks)

. What attributes do you think might be cruciaimaking the credit assessement ? Come up
with some simple rules in plain English using yealected attributes. (5 marks)

. One type of model that you can create is a Datibree - train a Decision Tree using the
complete dataset as the training data. Report tuehobtained after training. (10 marks)

. Suppose you use your above model trained oodimplete dataset, and classify credit

good/bad for each of the examples in the dataskat\# of examples can you classify

correctly? (This is also called testing on thenireg set) Why do you think you cannot get

100 % training accuracy? (10 marks)

Is testing on the training set as you did almgeod idea? Why orWhynot ? (10 marks)

. One approach for solving the problem encounteréige previous question is using cross-
validation? Describe what cross-validation is lhyieTrain a Decision Tree again using
cross-validation and report your results. Does ymauracy increase/decrease? Why? (10
marks)

7. Check to see if the data shows a bias agaimsitin workers" (attribute 20), or "personal-
status" (attribute 9). One way to do this (perhapiser simple minded) is to remove these
attributes from the dataset and see if the decisamncreated in those cases is significantly
different from the full dataset case which you halready done. To remove an attribute
you can use the preprocess tab in Weka's GUI BEspldid removing these attributes
have any significant effect? Discuss. (10 marks)

8. Another question might be, do you really neethput so many attributes to get good
results? Maybe only a few would do. For example, gould try just having attributes 2,
3,5,7,10, 17 (and 21, the class attribute (adlt)y. Try out some combinations. (You
had removed two attributes in problem 7. Remembeglbad the arff data file to get all
the attributes initially before you start selectthg ones you want.) (10 marks)

N

w

N
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9. Sometimes, the cost of rejecting an applivdrd actually has a good credit (case 1)
might be higher than accepting an applicant whodaakcredit (case 2). Instead of
counting the misclassifications equally in bothesagive a higher cost to the first case
(say cost 5) and lower cost to the second case.c#oulo this by using a cost matrix in
Weka. Train your Decision Tree again and reportBeision Tree and cross-validation
results. Are they significantly different from rétsuobtained in problem 6 (using equal
cost)? (10 marks)

10. Do you think it is a good idea to prefer simgéeision trees instead of having long
complex decision trees? How does the complexity DEcision Tree relate to the bias of
the model? (10 marks)

11. You can make your Decision Trees simpler byjmgithe nodes. One approach is to use
Reduced Error Pruning - Explain this idea briellyy reduced error pruning for training
your Decision Trees using cross-validation (you @arthis in Weka) and report the
Decision Tree you obtain? Also, report your accymaging the pruned model. Does your
accuracy increase? (10 marks)

12. (Extra Credit): How can you convert a Decisloaes into "if-then-else rules". Make up
your own small Decision Tree consisting of 2-3 le\and convert it into a set of rules.
There also exist different classifiers that outieet model in the form of rules - one such
classifier in Weka is rules.PART, train this modat report the set of rules obtained.
Sometimes just one attribute can be good enougtaking the decision, yes, just one !
Can you predict what attribute that might be irs ttitaset 70OneR classifier uses a single
attribute to make decisions (it chooses the atigilbased on minimum error). Report the
rule obtained by training a one R classifier. Rtrm&kperformance of j48, PART and
oneR. (10 marks)

Task Resources:
* Mentor lecture on Decision Trees
* Andrew Moore's Data Mining Tutorials (See tutoriais Decision Trees and Cross
Validation)
» Decision Trees (Source: Tan, MSU)
» Tom Mitchell's book slides (See slides on Concegatrhing and Decision Trees)
* Weka resources:
* Introduction to Weka
* Download Weka
e Weka Tutorial
* ARFF format
» Using Weka from command line

Task 2: Hospital Management System

Data Warehouse consists Dimension Table and Fdaie Ta
Remember the followingDimension

The dimension object (Dimension):

_ Name
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_ Attributes (Levels) , with one primary key

_ Hierarchies

One time dimension is must.

About Levels and Hierarchies

Dimension objects (dimension) consist of a seewéls and a set of hierarchies defined over
those levels. The levels represent levels of agdiey Hierarchies describe parent-child
relationships among a set of levels.

For example, a typical calendar dimension couldaiarfive levels. Two hierarchies can be
defined on these levels:

H1: YearL>QuarterL>MonthL>WeekL>DayL

H2: YearL>WeekL>DayL

The hierarchies are described from parent to chddhat Year is the parent of Quarter,
Quarter the parent of Month, and so forth.

About Unique Key Constraints

When you create a definition for a hierarchy, Warete Builder creates an identifier key for
each level of the hierarchy and a unique key caimgton the lowest level (Base Level)
Design a Hospital Management system data ware{@4$eGET) consists of Dimensions
Patient, Medicine, Supplier, Time. Where measwes' NO UNITS’, UNIT PRICE.
Assume the Relational database (SOURCE) tablensa$ as follows

TIME (day, month, year),

PATIENT (patient_name, Age, Address, etc.,)

MEDICINE ( Medicine_Brand_name, Drug_name, Suppler_units, Uinit_Price, etc.,)
SUPPLIER :( Supplier_name, Medicine_Brand_name,résk] etc., )

If each Dimension has 6 levels, decide the leaets hierarchies, Assume the level names
suitably.

Design the Hospital Management system data warehasiag all schemas. Give the example
4-D cube with assumption names.

REFERENCES:

1. Data Mining: Practical Machine Learning Tools an@dhniques3rd Edition by lan H.
Witten, Eibe Frank, Mark A. Hall
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA |- Semester 3 0 0 0
(16HS614) COMPREHENSIVE SOFTSKILLS

Course Description:
Soft Skills is an intangible idea in which the dte$ like attitude, ability, integrity,
reliability, positivity, flexibility, dependability punctuality, management, cooperation, habits
and practices are combined proficiently to cataln a person’s work efficacy. Soft Skills
do the work of combining all these components icuaate share into skills and shaping them
into competencies. Companies opt for, maintain g up persons, who are trustworthy,
ingenious, principled and good communicators and wate prepared to work under stress.
These lessons are developed with a view to createemess of the importance of the soft
skills and assist the learners to improve them.
Course Objectives:
The main objectives of this course are:

* To help the students understand interpersonasskill

* To support them in building interpersonal skills.

* To enhance the ability to work with others.
Course Outcomes:

* To know the importance of Soft Skills.

* To apply Soft Skills in the different environment.

* To enrich the different levels of Soft Skills tovedop their personality.

UNIT-I

Nonverbal Communication — Body Cues — Smiling, Br@stGesture, Eye-contact — Stage
appearance — Interpersonal and Intrapersonall&giphonic Etiquette — Dos and Don’ts of
Telephonic Conversation

UNIT-II

Self-exploration — Self Discovery — Self acceptanc@elf-esteem — Self-confidence —
Personal grooming — Attitudes — Confidence buildingerpersonal relationship in the present
context — Kinds of relationships — Team binif— Formation of team

UNIT-III

Vision and Goal setting — Personal goal — Careal-gdypes of Organization — Deep dive of
company profiles — Win-win situation — Proactivélisk- Entrepreneurial skills and model
start-ups- Developing Mind skills — quizzes — Gah&nowledge — Puzzles — Reading
Comprehension - Spell Bee - Seminar — Who is whB®graphies

UNIT-IV

Flight Leadership: Assessing Leadership qualiti&xperiential learning of leadership skills
exercise in team work Time and Stress Managemmmioitance of Time Management — The
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art of prioritizing and scheduling — Stress andrSewf Stress Types of Stress — Managing
stress

UNIT-V
Change: Coping skills — Critical and Adaptive Miatss— Changes in Career/ Life/ people —
Just A Minute — Mock GDs and Mock Interviews

REFERENCES:
1. Business CommunicatipAruna Koneru
2. Effective Tech CommunicatioRizvi, Tata McGraw — Hill Education, 2007.
3. Reading ExtralLiz Driscoll, Cambridge University Press, 2004.
4. Speak WellJayashree Mohanraj et al, Orient Blackswan, 2013.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA 1I- Semester 3 1 0 3
(16MC819) SOFTWARE ENGINEERING
Course Obijectives:
* To provide an insight into the processes of soféwevelopment
* To understand and practice the various fields sschanalysis, design, development,
testing of Software Engineering
» To develop skills to construct software of high lgyawith high reliability

* To apply metrics and testing techniques to evaltresoftware

Course Outcomes:

» Get an insight into the processes of software dgveént

» Able to understand the problem domain for develpBRS and various models of
software engineering

» Able to Model software projects into high level dgsusing DFD diagrams

» Able to Measure the product and process performasicg various metrics

» Able to Evaluate the system with various testirgpieques and strategies

UNIT-I

Software, Software Engineering, and Proces3 he nature of Software, The changing nature
of software, Software engineering- software process$ software engineering practices and
principles, Generic process model (framework), Psscpatterns, Process assessment and
improvement, CMMI, Software myths.

Process Models:Prescriptive process models: The waterfall modetrdmental process
models, Evolutionary process models; Personal aaalprocess models.

The Unified process, Aspect oriented software dgweent, Agile development: Agile
process, Extreme programming.

UNIT-II

Software Requirements: Introduction to functional and non-functional resuments,
Requirements engineering, groundwork analysis, itElge requirements, developing use
cases. Requirements modeling, Requirements validaBoftware requirements specification
(SRS), Requirements management.

Requirements modeling:Scenario based, class based, Web/Mobile App baseélimg.
Software Project Estimation: Empirical estimation models.

UNIT-I

Design ConceptsSoftware design quality guidelines and attribussign concepts, Design
model.
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Architecture Design Architecture and its importance, Architecturall8¢, Data design,
Architectural design.

Component-level Design: Component, Designing Class based components, Quenp
level design for web and mobile apps, componergdbaevelopment.

User Interface Design:Golden rules, User interface analysis and desigesface analysis,
interface design steps.

Pattern Based DesignDesign patterns, Pattern based software desigmjtdatural patterns,
Component level design patterns, User interfacgydgmtterns.

Web app design:Interface design, Content design, Navigation design

Mobile app Design Developing mobile app, design practices.

UNIT-IV

Testing: Software testing strategies: A strategic approacsoftware testing, Test strategies
for conventional, object oriented software, welp,apobile app; Validation testing, System
testing, The art of debugging.

Testing Conventional Applications: Software testing fundamentals, White-Box testing:
Basis path testing, condition (predicate) testidata flow testing, loop testing, Black box
testing: Equivalence partitioning, Boundary valnalgsis, Graph based testing methods.
Testing Object Oriented Applications: OO testing methods, Testing methods applicable at
class level, Interclass test case design.

Testing Web Applications and Mobile Applicationsgc8rity Engineering and risk analysis,
Security assurance.

UNIT-V

Umbrella Activities:

Software Quality and achieving it, Measurement amadrics: Size oriented metrics, Function
oriented metrics, Metrics for software quality, @uot metrics: Metrics for the requirements
model, Metrics for the design model, Metrics fouse code, Metrics for testing, Metrics for
maintenance.

Software Reengineering:A software reengineering process model, Softwaeagimeering
activities, Reverse engineering.

TEXT BOOKS:

1. Software Engineering: A practioner's approabtly Roger S. Pressman and Bruce R.
Maxim.

2. Software EngineeringSommerville, 8 edition, Pearson education.

REFERENCES:

1. Software Engineeringk.K. Agarwal&YogeshSingh,New Age Internationallfighers.

2. Software Engineering, an Engineering approadames F. Peters, WitoldPedrycz, John

Wiely.

Systems Analysis and Desi@helyCashman Rosenblatt, Thomson Publications.

4. Software Engineering principles and practidaman S Jawadekar, The McGraw- Hill
Companies.

w
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
Il MCA II- Semester 3 1 0 3
(16MC820) WEB TECHNOLOGIES
Course Objectives
» To understand the basics of java bean
* To understand the web server and the server-saggnming
* To understand the DB connections and MVC architectiSP

* To understand the concepts of PHP and AJAX

Course Outcomes
Student be able to:
» Do the server side programming, maintain sessions.
» Establish the DB connections and access the data.
» Design pages using PHP and AJAX.

UNIT-I

Java Beans Introduction to Java Beans, Advantages of JawanBeBDK Introspection,

Using Bound properties, Bean Info Interface, Cansé&d properties Persistence, Customizes,
Java Beans API, Introduction to EJBs

HTML Common tags- Introduction to HTML 5, HTML 5 vs. previous veosi of HTML,

List, Tables, images, forms, Frames, Layouts, Gsph Canvas, SVG, Media. CSS.
Javascript - Introduction to Java Script, JS data types, tBaibbjects, Functions, Objects,
User-defined objects, JS HTML Document Object MpBebwser object model, Dynamic
HTML with Java Script, Introduction to JSON.

UNIT-II

Web Servers and ServletsTomcat web server, Installing the Java Softwaredb®ment
Kit, Tomcat Server & Testing Tomcat

Introduction to Servlets: Lifecycle of a ServlesDK, The Servlet API, The javax.servlet
Package, Reading Servlet parameters, Readinglilatian parameters. The javax.servlet
HTTP package, Handling Http Request & Responsesgusookies-Session Tracking,
Security Issues.

Databases -Connecting databases, Inserting, Retrieving, Updatie data, Statements —
simple, Prepared, Batch, Callable Statements.

UNIT-1I

Introduction to JSP: The Problem with Servlet. The Anatomy of a JSBeRdSP Processing.
JSP Application Design with MVC Setting Up and JB®ironment.

JSP Application Development:Generating Dynamic Content, Using Scripting Eleraent
Implicit JSP Objects, Conditional Processing — Rigimg Values Using an Expression to Set
an Attribute, Declaring Variables and Methods Ekandling and Debugging Sharing Data
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Between JSP pages, Requests, and Users Passingl@odtDate between Pages — Sharing
Session and Application Data — Memory Usage Conaibas

Accessing a Database from a JSP Page, Deployind Béans in a JSP Page, Introduction
to struts framework.

UNIT-IV
PHP — Introduction, Data types, Flow of Control stagens, Functions, Arrays, Forms,
Handling Files, Error handling.

UNIT-V
AJAX — Introduction to AJAX, XMLHttp, Request, ResponEegents, Database, XML, PHP
using AJAX.

TEXT BOOKS:
1. The complete Reference Java by Herbert Schildt. TMH
2. HTML5 and CSS3, 7 edition, by Elizabeth Castro and Bruce Hyslop.
3. Beginning Web Programming-Jon Duckett, WROX.
4. Ajax: A beginner’s guide by stevenHolzner

REFERENCES:
1. Learn JavaScript and Ajax with w3schools by Jan, Bjale, Kai Jim, and Hege
2. http://www.w3schools.com/php/default.asp
3. Beginning PHP by Matt Doyle
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA 1I- Semester 3 1 0 3
(16MC821) COMPUTER GRAPHICS

Course Objectives:

* To understand computational development of graphitts mathematics
* To provide in-depth knowledge of display systemsage synthesis, shape modeling of
2D and 3D application.

Course Outcomes:

» Gain proficiency in 3D computer graphics API pragraing

» Enhance the perspective of modern computer sysiimmvodeling, analysis and
interpretation of 2D and 3D visual information

UNIT-I

Introduction, Application areas of Computer Graghioverview of graphics systems, video-
display devices, raster scan systems, random sgstenss, graphics monitors and work
stations and input devices. Output primitives: niBoand lines, line drawing algorithms, mid-
point circle and ellipse algorithms. Filled areanptives: Scan line polygon fill algorithm,
boundary-fill and flood-fill algorithms.

UNIT-1I

2-D Geometrical transforms Translation, scaling, rotation, reflection andeah
transformations, matrix representations and homeges coordinates, composite transforms,
transformations between coordinate systems.

3-D Geometric transformations Translation, rotation, scaling, reflection andeah
transformations, composite transformations,

UNIT-III

2-D Viewing: The viewing pipeline, viewing coordinate referenftame, window to view-
port coordinate transformation, viewing functio@@hen-Sutherland and Liang -Barsky line
clipping algorithms, Sutherland —Hodgeman polyglpping algorithm

3-D viewing Viewing pipeline, viewing coordinates, view volenand general projection
transforms and clipping

3-D Object representation Polygon surfaces, quadric surfaces, spline reptason,
Hermite curve, Bezier curve and B-spline curveszi®eand B-spline surfaces. Basic
illumination models, polygon rendering methods

UNIT-IV

Visible surface detection methods:Classification, back-face detection, depth-buffAr,
buffer method, scan-line, depth sorting, BSP-tregthods, area sub-division and Octree
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Methods, Ray-casting Method, Curved Surfaces, Qlir8urface Representations, Surface
Contour Plots, Wireframe Methods, Visibility- Deten Functions.

UNIT-V
Computer animation: Design of animation sequence, general computenaion functions,
raster animation, computer animation languagesfiegye systems, motion specifications.

TEXT BOOKS:

1. Computer Graphics C versiobonald Hearn and M. Pauline Baker, Pearson ecdrcati

2. Computer Graphics Principles & practiceecond edition in C, Foley, VanDam, Feiner
and Hughes, Pearson Education.

REFERENCES:

1. Computer Graphics Second editjathigandxiang, Roy Plastock, Schaum’s outlinesaTa
McGraw hill edition.

2. Procedural elements for Computer Graphi&avid F Rogers, Tata McGraw hill, 2nd

edition.

Principles of Interactive Computer Graphiddeuman and Sproul, TMH.

4. Principles of Computer GraphicShalini, Govil-Pai, Springer.

w
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA 1I- Semester 3 1 0 3
(16MC822) BIG DATA ANALYTICS
(DEPARTMENT ELECTIVE - )
Course Obijectives:
» To explore the fundamental concepts of big datéytios
* To learn to analyze the big data using intelligenhniques.
» To understand the various search methods and matiah techniques.
* To learn to use various techniques for mining da@am.

* To understand the applications using Map Reduce€jis.

Course Outcomes:
The students will be able to:
* Work with big data platform
* Analyze the big data analytic techniques for uskfidiness applications.
» Design efficient algorithms for mining the datarfréarge volumes.
* Analyze the HADOOP and Map Reduce technologiescéas®al with big data
analytics
» Explore on Big Data applications Using Pig and Hive
* Understand the fundamentals of various bigdatayaisalechniques

UNIT-I

Introduction to Big Data Platform — Challenges @in@entional Systems - Intelligent data
analysis — Nature of Data - Analytic Processes Boals - Analysis vs Reporting - Modern
Data Analytic Tools - Statistical Concepts: SamplDistributions - Re-Sampling - Statistical
Inference - Prediction Error.

UNIT-1I

Introduction To Streams Concepts — Stream Data Madel Architecture - Stream
Computing - Sampling Data in a Stream — Filteribg&mns — Counting Distinct Elements in a
Stream — Estimating Moments — Counting OnenessWirelow — Decaying Window - Real
time Analytics Platform(RTAP) Applications - Casti@es - Real Time Sentiment Analysis,
Stock Market Predictions.

UNIT-II

History of Hadoop - The Hadoop Distributed File ®ys — Components of Hadoop -
Analyzing the Data with Hadoop - Scaling Out - Hagddbtreaming - Design of HDFS - Java
interfaces to HDFS Basics - Developing a Map Red@pglication - How Map Reduce
Works - Anatomy of a Map Reduce Job run — Failurdsb Scheduling - Shuffle and Sort —
Task execution - Map Reduce Types and Formats - Réauce Features.
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UNIT-IV

Setting up a Hadoop Cluster - Cluster specificati@iuster Setup and Installation — Hadoop
Configuration - Security in Hadoop - Administeringadoop — HDFS — Monitoring —
Maintenance — Hadoop benchmarks - Hadoop in thedclo

UNIT-V

Applications on Big Data Using Pig and Hive — Da@i@cessing operators in Pig — Hive
services — HiveQL — Querying Data in Hive - fundaumads of HBase and ZooKeeper - IBM
InfoSphereBiglnsights and Streams. VisualizationsVisual data analysis techniques,
interaction techniques; Systems and applications

TEXT BOOKS:
1. Michael Berthold, David J. Handlritelligent Data Analysis Springer, 2007.
2. Tom White* Hadoop: The Definitive GuideThird Edition, O’reilly Media, 2012.

REFERENCES:

1. Chris Eaton, Dirk DeRoos, Tom Deutsch, George LapiRaul Zikopoulos,
“Understanding Big Data: Analytics for EnterpriseaS€$ Hadoop and Streaming Data
McGrawHill Publishing, 2012

2. AnandRajaraman and Jeffrey David UllmaMifiing of Massive Datas€tsCambridge
University Press, 2012.

3. Bill Franks, ‘Taming the Big Data Tidal Wave: Finding Opportugdtiin Huge Data
Streams with Advanced AnalyticgohnWiley& sons, 2012.

4. Glenn J. Myatt, Making Sense of Data'John Wiley & Sons, 2007
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA lI- Semester 3 1 0 3
UNIT-I
Evolution of neural networks; Artificial Neural Neork: Basic model, Classification, Feed
forward and Recurrent topologies, Activation fuoo8; Learning algorithms: Supervised, Un-
supervised and Reinforcement; Fundamentals of adiomést modeling: McCulloach — Pits
model, Perceptron, Adaline, Madaline.

UNIT-II

Topology of Multi-layer perceptron, Back propagatitearning algorithm, limitations of
Multi-layer perceptron. Radial Basis Function netwgo Topology, learning algorithm;
Kohenen’s self-organising network: Topology, leaialgorithm; Bidirectional associative
memory Topology, learning algorithm, Applications.

UNIT-III

Recurrent neural networks: Basic concepts, Dyngmicshitecture and training algorithms,
Applications; Hopfield network: Topology, learniragorithm, Applications; Industrial and
commercial applications of Neural networks: Semérarior manufacturing processes,
Communication, Process monitoring and optimal aintRobotics, Decision fusion and
pattern recognition.

UNIT-IV

Classical and fuzzy sets: Introduction, Operaticasd Properties, Fuzzy Relations:
Cardinality, Operations and Properties, Equivaleame tolerance relation, Value assignment:
cosine amplitude and max-min method; Fuzzificatiddembership value assignment-
Inference, rank ordering, angular fuzzy sets. Dafication methods, Fuzzy measures, Fuzzy
integrals, Fuzziness and fuzzy resolution; possitiiheory and Fuzzyarithmetic; composition
and inference; Considerations of fuzzy decision-ingk

UNIT-V

Basic structure and operation of Fuzzy logic cdnsystems; Design methodology and
stability analysis of fuzzy control systems; Applions of Fuzzy controllers. Applications of
fuzzy theory.

TEXT BOOKS:

1. Limin Fu, “Neural Networks in Computer IntelligenceMcGraw Hill, 2003.

2. Fakhreddine O. Karray and Clarence De SilV&qgft Computingand Intelligent Systems
Design, Theory, Tools and Applicationg&arson Education, India, 2009.

REFERENCES:

1. Timothy J. Ross;Fuzzy Logic with Engineering ApplicationsMcGraw Hill,1995.

2. B.YegnanarayandArtificial Neural Networks,” PHI, India, 2006.
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I MCA 1I- Semester

SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
3 1 0 3
(16MC824) DISTRIBUTED SYSTEMS
(DEPARTMENT ELECTIVE — I)

Course Obijectives:

To explain what a distributed system is, why yowldodesign a system as a distributed
system, and what the desired properties of sudiemsgsare;

To list the principles underlying the functionindg distributed systems, describe the
problems and challenges associated with theseiplesc and evaluate the effectiveness
and shortcomings of their solutions;

To recognize how the principles are applied in eorgorary distributed systems, explain
how they affect the software design, and be abldentify features and design decisions
that may cause problems;

To design a distributed system that fulfills reqanrents with regards to key distributed
systems properties (such as scalability, transpgreic.), be able to recognize when this
is not possible, and explain why;

To build distributed system software using basicr@&thanisms as well as higher - level
middleware and languages

Course Objectives:
After completion of this course, the student is:

Able to explain what a distributed system is, whyuywould design a system as a

distributed system, and what the desired propeofissich systems are;

Able to list the principles underlying the functing of distributed systems, describe the
problems and challenges associated with theseipliesc and evaluate the effectiveness
and shortcomings of their solutions;

Able to recognize how the principles are appliedcamtemporary distributed systems,

explain how they affect the software design, aeadable to identify features and design

decisions that may cause problems;

Able to design a distributed system that fulfillequirements with regards to key

distributed systems properties (such as scalabitéysparency, etc.), be able to recognize
when this is not possible, and explain why

UNIT-I
Characterization of Distributed Systems, System efsyd\etworking and Internetworking —
Types of network, Network principles, Internet patls, Case study (Ethernet).

UNIT-II

Inter Process Communication— The API for Internet protocols, External datpresentation
and marshaling, Multicast communication, overlaywoeks. Remote Invocation — Request
replay protocols, Remote Procedure call, Remoté&aaeinvocation, Case study (Java RMI).
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UNIT-I

Operating System Support: The operating system layer, Protection, Processthreads,
Communication and invocation, Operating system itecture. Distributed Objects —
Distributed Objects, case study (CORBA).

UNIT-IV

Security: Overview of security techniques, Cryptographic atons, Digital signatures.
Distributed File Systems File service architecture, Sun Network File Sygstdhe Andrew
File System.

Name Services Name services and the Domain Name System, Dingservices.

UNIT-V

Time and Global states— clock, events and process states, Synchronnygical clocks,
Logical time and logical clocks, Transactions amh€urrency control - Transactions, Nested
Transactions , Locks.

Distributed Transactions - Flat and nested distributed transactions, Atora@mmit
protocols, Concurrency control in distributed traetgons, distributed Deadlocks. Overview of
Distributed Operating systems - Mach, Chorus.

TEXT BOOKS:
1. Distributed Systems Concepts and Desi@nCoulouris, J. Dollimore and T. Kindberg,
Fourth Edition, Pearson Education.

REFERENCES:

1. Distributed Operating SystemBradeepK.Sinha, PHI.

2. Advanced Concepts in Operating Systers Singhal, N G Shivarathri, and Tata

McGraw-Hill Edition.

Distributed Systems.Ghosh, Chapman&Hall/CRC, Taylor&Francis Gro2@1.0.

4. Distributed Systems Principles and Paradigms, A.S. Tanenbaum and Bt&en,Pearson
Education.

5. Distributed AlgorithmsN.A.Lynch, and Elsevier

w
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA 1I- Semester 3 1 0 3
(16MC825) SERVICE ORIENTED ARCHITECTURE
(DEPARTMENT ELECTIVE - )
Course Obijectives:
» To provide fundamental concepts of Service Oriedteghitecture..
» To gain knowledge about SOAP, UDDI and XML to ceeakb services.

* To know about the Cloud Computing architecture sewvices.

Course Outcomes:

» Known about the basic principles of service oridraechitecture , its components and
techniques

» Understand the architecture of web services

» Able to design and develop web services using podto

» Understand technology underlying the service design

» Acquire the fundamental knowledge of cloud comptin

UNIT-I

SOA Basics:Roots of SOA, Characteristics of SOA, Comparing SOAlient-server and
distributed internet architectures, Anatomy of S®w components in an SOA interrelate,
Principles of service orientation, Service Layers.

UNIT-1I

Xml and Web Services: XML structure, Elements, Creating Well-formed XMDName
Spaces, Schema Elements, Types, Attributes, XSlnsfoamations, Parser, WebServices
Overview, Architecture.

UNIT-III

WSDL, SOAP and UDDI: WSDL, Overview of SOAP, HTTP, XML-RPC

SOAP: Protocol, Message Structure, Intermediaridscters — Design Patterns And Faults,
SOAPWiIth Attachments — UDDI.

UNIT-IV

SOA in J2EE and .NET: SOA platform basics — SOA support in J2EE — JavafaiPXML-
based web services(JAX-WS), Java architecture fdL>binding (JAXB) — Java API for
XML Registries(JAXR), Java API for XML based RPQAK}IRPC) — JAX-RS SOA support
in .NET — ASP.NET webservices.

UNIT-V

Introduction to Cloud Computing: Vision of Cloud computing, Cloud Definition,
Characteristics and Benefits, Virtualization, Cloomhputing Architecture, Cloud Reference
Model, Types of Clouds, Cloud Platforms in Industry
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TEXT BOOKS:

1. Thomas Erl, Service-Oriented Architecture: Concepts, Technalagy Design”, Pearson
Education, 2006.

2. Heather Williamson, XML, The Complete ReferericklcGraw Hill Education, 2012

REFERENCES:

1. Frank. P. Coyle, XML, Web Services And The Data Revolttidearson Education,
2002.

2. SandeepChatterjee, James Webbbeveloping Enterprise Web Services. An Architect’s

Guidé, Pearson Education, 2005.

Newcomer, Lomow, Understanding SOA with Web Servicdzearson Education, 2005.

4. Dan woods and Thomas Matterigrterprise SOA designing IT for Business Innovétion
O'REILLY, First Edition, 2006.

5. KK RajkumarBuyya, Christian Vecchiola, S. Thamaedg “Mastering Cloud
Computing, McGraw Hill Education, 2013.

w
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA II- Semester 3 1 0 3
(16MC826) INFORMATION SECURITY
(DEPARTMENT ELECTIVE-II)
Course Obijectives:
» To understand the basics of cryptography
* learn to find the vulnerabilities in programs andvercome them,
» know the different kinds of security threats inwetks and its solution
» know the different kinds of security threats inatsses and solutions available

* learn about the models and standards for security

Course Outcomes:

» Apply cryptographic algorithms for encrypting andecdyption for secure data
transmission

» Understand the importance of Digital signaturesiecure e-documents exchange

» Understand the program threats and apply good anoging practice

* Get the knowledge about the security services abfgilfor internet and web applications

» Gain the knowledge of security models and publistaddards

UNIT-I

Security Goals, Security Attacks (Interruption,elrtieption, Modification and Fabrication),
Security Services (Confidentiality, Authenticatidntegrity, Non-repudiation, access Control
and Availability) and Mechanisms, A model for Imtetwork security.Internet Standards and
RFCs.

Conventional Encryption Principles & Algorithms(DESES, RC4), Block Cipher Modes of
Operation, Location of Encryption Devices, Key Disition.

UNIT-1I

Public key cryptography principles, public key dggraphy algorithms (RSA, RABIN,
ELGAMAL, Diffie-Hellman, ECC), Key Distribution. Aproaches of Message
Authentication. Secure Hash Functions(SHA-512, WIHRROL) and HMAC Digital
Signatures. Comparison, Process- Need for Key9jirgjgthe Digest, Services, Attacks on
Digital Signatures, Kerberos, X.509 Directory Autlieation Service.

UNIT-II

Email Security: Pretty Good Privacy (PGP) and S/MIME.

IP Security Overview, IP Security Architecture, Aentication Header, Encapsulating
Security Payload, Combining Security Associationd Eey Management
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UNIT-IV
Web Security Requirements, Secure Socket Layer)X&8d Transport Layer Security (TLS),
Secure Electronic Transaction (SET).

UNIT-V

Basic concepts of SNMP, SNMPv1 Community facilibdeSNMPv3. Intruders, Viruses and
related threats, Virus Counter measures. Firewadkigh principles, Trusted Systems,
Intrusion Detection Systems

TEXT BOOKS:

1. Network Security Essentials (Applications and Saads) by William Stallings Pearson
Education, 2008.

2. Cryptography & Network Securityy Behrouz A. Forouzan, TMH 2007.

3. Cryptography and Network Securlty William Stallings, Fourth Edition,Pearson
Education 2007.

REFERENCES:

1. Information Securitypy Mark Stamp, Wiley — INDIA, 2006.

Fundamentals of Computer Secuyi8pringer.

Network Security: The complete refererRebert Bragg, Mark Rhodes, TMH
Computer Security Basids/ Rick Lehtinen, Deborah Russell &G.T.Gangemj SED
O’'REILLY 2006.

Modern Cryptographypy Wenbo Mao, Pearson Education 2007.

Principles of Information SecurityVhitman, Thomson.

Information Systems SecutiBodbole,Wiley Student Edition.

Cryptography and Information SecurityK.Pachghare,PHI.

Network Security and CryptograpByMenezes,Cengage Learning

oD
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

I MCA 1lI- Semester 3 1 0 3
(16MC827) SOCIAL NETWORKS AND SEMANTIC WEB

(DEPARTMENT ELECTIVE — 1)

Course Obijectives:

» To understand the need of semantic web in webcesvi

» To know the methods to discover, classify and baiitblogy for more reasonable results
in searching

* To build and implement a small ontology that is aatitally descriptive of chosen
problem domain

» To implement applications that can access, useramdpulate the ontology

Course Outcomes:

» Understand semantic web basics, architecture amthddogies

» Able to represent data from a chosen problem in XMth appropriate semantic tags
obtained or derived from the ontology

» Able to understand the semantic relationships antbege data elements using Resource
Description Framework (RDF)

* Able to design and implement a web services apphicahat “discovers” the data and/or
other web services via the semantic web

» Able to discover the capabilities and limitationissemantic web technology for social
networks

UNIT-I

Web Intelligence - Thinking and Intelligent Web Aiggtions, The Information Age, The
World Wide Web, Limitations of Todays Web, The Ne®@eneration Web, Machine
Intelligence, Artificial Intelligence, Ontology, lerence engines, Software Agents, Berners-
Lee www, Semantic Web Road Map, Logic on the semmaneb.

UNIT-II

Knowledge Representation for the Semantic Web ©gies and their role in the semantic
web, Ontologies Languages for the Semantic Webseiee Description Framework(RDF) /
RDF Schema, Ontology Web Language(OWL),UML,XML/XMISchema. Ontology
Engineering, Constructing Ontology, Ontology Deyst®nt Tools, Ontology Methods,
Ontology Sharing and Merging, Ontology Librariesl@dntology Mapping, Logic, Rule and
Inference Engines.

UNIT-MI

Semantic Web applications and services, SemantiarcBe e-learning, Semantic
Bioinformatics, Knowledge Base ,XML Based Web Sesgi Creating an OWL-S Ontology
for Web Services, Semantic Search Technology.
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UNIT-IV

Social Network Analysis - What is networks analysi®evelopment of Social Networks
Analysis, Key concepts and measures in networkyarsal The global structure of networks,
The macro-structure of social networks, Personalomks.

Electronic Sources for Network Analysis - ElectoBiscussion networks, Blogs and Online
Communities, Web-based networks. Modeling and agdieg social network data.
State-of-art in network data representation, Owfickl representation of social individuals,
Ontological representation of social relationshipgigregating and reasoning with social
network data.

UNIT-V

Developing social-semantic applications, Buildingntantic Web Applications with social
network features, Flink: the social networks of 8emantic Web community, Evaluation of
web-based social network extraction.

Semantic-based Social Network Analysis in the smenMethodology — Data acquisition,
Representation, storage and reasoning, Visualizasiod Analysis, Results — Descriptive
analysis, Structural and cognitive effects on ddierperformance.

TEXT BOOKS:
1. Thinking on the WebBerners Lee,Godel and Turing,Wileyinterscience.
2. Social Networks and the Semantic \WelberMika,Springer.

REFERENCES:

1. Semantic Web Technologiggends and Research in Ontology Based Systedayiés,
Rudi Studer, Paul Warren, JohnWiley& Sons.

2. Semantic Web and Semantic Web Serviddgang Lu Chapman and Hall/CRC
Publishers,(Taylor & Francis Group)

3. Information Sharing on the semantic Web HeinerStuckenschmidt; Frank Van
Harmelen, Springer Publications.

4. Programming the Semantic Wé&l§egaran, C.Evans, J.Taylor, O'Reilly,SPD.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA 1I- Semester 3 1 0 3
(16MC828) GEOLOGICAL INFORMATION SYSTEMS
(DEPARTMENT ELECTIVE - 1I)
Course Objectives:
* Understand the basic concepts of Geological inftionaystems.
» To provide an exposure to spatial database stesamd their utility in GIS.
» Understand the process of scanning, digitizinggewteferencing.

* Tointroduce the raster and vector geoprocessipghibities of GIS.

Course Outcomes:
» Understand GIS concepts and spatial data reprégenta
» Able to design spatial data input in raster formva#l as vector form
« Understand vector data analysis and output fungtion
» Understand raster data geo processing
* Able to design a GIS model for real world problem

UNIT-I

Spatial data representation GIS — Definition and related terminology, Compotseof GIS:
Data, Technology, Application— digital represematiof geospatial data — raster, vector,
object oriented, geo database model-analysis.

UNIT-1I

Data Digitization and Preparation: Characteristics of raster data processing, raster F
format, Acquiring and handling raster Data, Geaesfeing, Preprocessing, mosaicking,
Linking digital databases: ODBC - GPS data integnat Characteristics of Vector
Geoprocessing, Vector Data Input Digitizer: Pritespy Co-ordinate transformation, Graphical
data editing, Scanner: Principles, On Screen DRafitbn, post scanning, importing, data
editing

UNIT-II

Raster Data Analysis Raster Geospatial Data Analysis-Local operatidReclassification,
Logical and Arithmetic overlayoperations. Neighbdoawd operations: Aggregation, Filtering,
Slope and Aspect map. Extendedneighbourhood opesati Statistical Analysis, Proximity,
Connectivity operations, Buffering,View shed anay®&egional operations: Area, Perimeter,
Shape, Identification of region andClassificatiartput functions of Raster geoprocessing

UNIT-IV

Vector Data ProcessingNon-topological analysis: Attribute database qu&@L, Summary
statistics, statistical computation calculationagification. Address geocoding, Topological
analysis Feature based topological functions, ayebuffering. Layer based topological
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function, Reclassification, Aggregation, Overlayasis- Point-in-polygon, Line-in-polygon,
Polygon-on-polygon: Clip, Erase, Identity, Union,ntdrsection. Network based
Geoprocessing, Output functions.

UNIT-V
GIS Modeling and Applications: Spatial modeling — External, Conceptual, Logicaleinal.
GIS Modeling with case study- spatial data miningND introduction and applications

TEXT BOOKS:

1. Lo, C.P. and Yeung, Albert K.\WConcepts and Techniques of Geographic Informatio
SystemsPrentice Hall, 2/E,2009

2. Peter A. Burrough, Rachael A. McDonndflrinciples of GI$ Oxford University Press,
2000

REFERENCES:

1. Kang-Tsung Changlintroduction to Geographic Information SystemdcGraw-Hill
Higher Education, 2006

2. Robert Laurini and Derek ThompsoRundamentals of Spatial Information Systems
Academic Press, 1996

3. Paul A. Longley, Mike Good child , David J. Magyit@eographic Information Systems
and ScienceJohnWiley & Sons Inc ,2011
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

I MCA 1lI- Semester 3 1 0 3
(16MC829) .NET TECHNOLOGIES

(DEPARTMENT ELECTIVE — 1)

UNIT-I

Introduction To .Net Framework: .NET Overview - Behind Microsoft .NET- The .NET
Platform - .NET Framework Design Goals -.NET Framgw - The Common Language
Runtime - CLR Environment and Executable — MetadathT Compilation - Automatic
Memory Management -Assemblies and Manifests - in¢gliate Language (IL) - The CTS
and CLS - CLR Execution.

Introduction to C#.Net Programming: A Demonstration of Visual C# - Common Elements
in Visual C# - C# Core Language Features — Typ&dasses — Structures — Enumeration -
Inheritance - Interfaces Polymorphism - Arrays abdllections - Generics - Operator
Overloading - Delegates and Events — IntroductionLINQ Programming - Exception
Handling - MSIL Programming.

UNIT-II

Introduction To Visual basic .Net : Introduction to Visual Basic .NET- Modules- variabl
error handling- Arrays, lists - collections — BHalirectories- streams - Object serialization -
Regular expressions — Threading - Assemblies ang Bpmains - Reflection - Windows
Forms applications and GDI+ - Windows Forms custamtrol creation - Windows services.

UNIT-1I

Application Development Using Ado .Net: Features of ADO.NET. Architecture of
ADO.NET — ADO.NET providers —Accessing Data basesng ADO.NET- Connection
opening and closing— Command object — Data Adapfeataset — Data Tables - Controlling
table views with Data Views and Data Relation @tge Data-binding in Windows Forms
and web forms.

Introduction To Asp.Net: Introduction - Working in ASP.NET - ASP.NET Contsot
Session & Cookies — Caching - Authentication & Aarthation - Web User Controls -
Working with Web Config file - Implementing Secuyrit Crystal Reports - Creating Setup
and Deployment.

UNIT-IV

XML: Introduction to .NET and XML - Reading and WritiddML - Reading and Writing
XML Data Using XmIReader and XmlIWriter - Manipulag XML with DOM - XML Data
Validation - XML DOM Object Model - Transforming XM Data with XSLT - XML and
ADO.NET
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Web ServicesXML Serialization in the .NET Framework -SOAP Funtantals- Using

SOAP with the .NET Framework.-Web Services prot@ral standards — WSDL- Documents
- Overview of UDDI - Calling a Web Service from ad@vser - Calling a Web -Service by
Using a Proxy - Creating a simple web service -ddgwing a WCF Web Service - Creating
and Consuming AJAX-Enabled Web Services - Introdg&®EST and JSON

UNIT-V
.NET Mobile:.NET Mobile Introduction - Mobile Example — Emulasor Forms — Events —
Input — Validation — Lists — Selection — Imagestiities

TEXT BOOKS:

1. .NET Framework Essentials, Third Edition , ThuarThai, Hoang Lam Publisher:
O'Reilly. 2003

2. Programming Microsoft® Visual C#® 2008: The Langeadponis Marshall Microsoft
Press,2008.

REFERENCES:

1. Programming Microsoft® Visual Basic® .NET (Core Redfnce) , Francesco Balena,
Microsoft Press, 2006.

2. Microsoft® ADO.NET Step by Step ,Rebecca M. Riordslicrosoft Press, 2002

Professional ASP.NET 2.0 XML, ThiruThangarathinaifiley Publishing, Inc. 2006

4. Building Microsoft® ASP.NET Applications for MobilBevices, Second EditionAndy
Wigley, Peter Roxburgh , Microsoft Press, 2003

w
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Il MCA 1I- Semester

MCA
SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
0 0 4 2

(16MC830) SOFTWARE ENGINEERING LAB

Course Objectives:

To understand the various phases of Spiral model.

To understand how to draw E-R diagram, DFD, UMLgd#mns for the project
To understand how to develop PERT and CPM proetdule methods.

To understand and analyze and prepare RMMM plan.

Course Outcomes:

Able to prepare various phases of Spiral model.

Able to draw E-R diagram, DFD, UML diagrams for {h®ject
Able to develop PERT and CPM project schedule nustho
Able to analyze and prepare RMMM plan.

INDEX:

NS -

© N

Studying various phases of Spiral Model.

Prepare SRS for the given problem.

Using COCOMO model estimate effort for the givealpem.

Calculate effort using FP oriented estimation model

Analyze the Risk related to the project and prepviMM plan.

Develop Time-line chart and project table using PE&® CPM project scheduling
methods.

Draw E-R diagram, DFD, UML diagrams for the project

Design of the test cases.

Prepare FTR, version control and change contraddftware configuration items.

Assignment 1

Title: Studying various phases of Spiral Model

Objective: To get familiar with basic model used for softwargineering.
Post Lab Assignment

1. Explain the spiral model and give its advantages water fall model?
2. Compare waterfall and Spiral model.

3. Discuss Prototyping model.

Assignment 2

Title: Prepare SRS for the given problem.

Objective: To get familiar with preparing a document whiclused before starting the
project.

Post Lab Assignment

1. What is meant by software requirement definRi&taborate on its importance

2. Explain varies steps involved in Requirementi&eering?
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Assignment 3

Title: Using COCOMO model estimate effort for the giveolpem

Objective: To get familiar with estimation and comparing vagaestimation techniques.
Post Lab Assignment

1. Describe project metrics.

2. Compare FP-based and LOC-based estimation tgehni

Assignment 4

Title: Calculate effort using FP oriented estimation model

Objective: To study software estimation in early stages ofvgfe development.
Post Lab Assignment

1. Explain Metrics for small organizations?

2. Explain Metrics for software quality?

Assignment 5

Title: Analyze the Risk related to the project and prepRivEVIM plan.
Objective: To study types of risk and preparing RMMM plan.
Post Lab Assignment

1. Explain Risk Identification?

2. Explain various risk strategies?

Assignment 6

Title: Develop Time-line chart and project table using FER CPM
Project: scheduling methods.

Post Lab Assignment

1. Explain degree of Rigor?

2. Explain various Adaptation Criteria?

Assignment 7

Title: Draw E-R diagram, DFD, UML diagrams for the project

Objective: To understand actual system using analysis model.

Post Lab Assignment

1. Explain data modeling?

2. Compare Hatley and Pirabhai extensions and \&fagddMellor Extensions?

Assignment 8

Title: Design of the test cases.

Objective: To understand various testing techniques.
Post Lab Assignment

1. Compare testing and debugging?

2. Explain various system testing?
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Assignment 9

Title: Prepare FTR. version control and change contradéware configuration items.
Objective: To understand Software configuration managemeritv@oé Engineering
Post Lab Assignment

1. Explain software configuration management wakdlines SCIs?

2. Explain Identification of objects in the softwasonfiguration

REFERENCES:

1. Software EngineeringRoger Pressman McGraw Hill Fifth edition

2. Software Engineeringlan Somerville Pearson Education Sixth edition
3. An Integrated Approach To Software Engineeridgnkaj Jalote Narosa
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

I MCA 1lI- Semester 0 0 4 2
(16MC831) WEB TECHNOLOGIES LAB

1) Install TOMCAT web server and APACHE. While ialsation assign valid port number
Make sure that these ports are available i.e. tiner grocess is using this port.

2) Write a servlet program to display “hello world”

3) A servlet program to read the parameters anhttialization parameters.

4) User Authentication

Assume four users userl, user2, user3 and useidghée passwords pwdl, pwd2, pwd3 and

pwd4 respectively. Write a servlet for doing thidwing.

1. Create a Cookie and add these four user id anavpeads to this Cookie.

2. Read the user id and passwords entered indgim form (week1) and authenticate with
the values (user id and passwords) available icdlo&ies. If he is a valid user (i.e., user-
name and password match) you should welcome himabye (user-name) else you
should display “You are not an authenticated usélst init-parameters to do this. Store
the user-names and passwords in the webinf.xmbaoess them in the servlet by using
the get Init Parameters() method.

5) Install a database. A servlet program to acttessletails of the table in the database.
(Insert, Display, Update)

6) A JSP program to display the current system datktime.

7) A JSP program to access the details of the talilee database. (Insert, Display, Update)

8) A PHP program to display the form on the page.

9) A PHP program to access the database.

10) AJAX program to Change the content of the wadep

11) AJAX program to retrieve data from XML

12) AJAX program to retrieve from the database.

***% Every student should design and develop a wibthat also contains the database.
REFERENCES:
1. Learn JavaScript and Ajax with w3schools by Jan, Btale, Kai Jim, and Hege

2. http://Iwww.w3schools.com/php/default.asp
3. Beginning PHP by Matt Doyle
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA II- Semester 0 0 4 2
(16MC832) COMPUTER GRAPHICS LAB
Course Obijectives:
The Objective of this course is to make the stuslent
» To understand the basic concepts of computer graphi
* To design scan conversion problems using C progiagmm
» To apply clipping and filling techniques for modiig an object.
» Tounderstand the practical implementationmaideling, Translation, rendering,
viewing of objects in 2D
Course Outcomes:
» Able to analyze the basic concepts of computertgcap
» Able to design scans conversion problems usingo@ramming.
» Able to implement Line, circle and ellipse algonits
» Able to implement clipping and filling techniques imodifying an object.
» Able to analyze and implement the concepts of difietypeof geometric transformation
operations on objects in 2D and 3D.
» Able to implement the practical programs of d@ling, viewing of objects in 2D

List of Sample Programs/ Experiments

Write a program to draw a Line using Mid-Point Brelsam’s algorithm.

Write a program to draw a Line using DDA algorithm.

Write a program to draw a Circle using Bresenhaaigsrithm.

To draw an ellipse using Mid-Point ellipse drawaigorithm.

Write a program to implement Boundary-fill & Flodidl-algorithm.

Write a program to implement Scan-line Polygondltyorithm.

Write a program to implement line clipping conceypging Cohen-Sutherland algorithm.
Write a program to implement line clipping concepging Liang-Barsky algorithm.
Write a program to implement Polygon clipping cqrtseusing Sutherland-Hodgeman
algorithm.

10. Write a program to implement 2D Translation operai

11.Case Study:Design a simple animation program.

©oOoNoOh~WONE

REFERENCES:

1. Computer Graphics C versipDonald Hearn and M. Pauline Baker, Pearson emuncat

2. Computer Graphics Principles & practiceecond edition in C, Foley, VanDam, Feiner
and Hughes, Pearson Education.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA II- Semester 3 0 0 0
(16HS617) APTITUDE PRACTICE-II
Course Objectives:
After thorough learning of Quantitative AptitudedalReasoning, a student:
» Wil be able to critically evaluate various redélsituations by resorting to analysis of key
issues and factors.
* Will be able to read between the lines and undedstarious language structures.
» Wil be able to demonstrate various principles imed in solving mathematical problems
and thereby reducing the time taken for perfornpatmfunctions.
Course Outcomes:
At the end of the course, students would be expdote
* Have developed the subtle way of approaching ircémglidate.
* Have acquired the decision making with in no time.
* Have acquired logical thinking during professioteadure.
* Have obtained quick decision making skills.

UNIT-I

Permutations and Combinations: Definition of permutation, Problems on Permutations
Definition of Combinations, Problems on Combinasion

Probability: Definition of Probability, Problems on coins, Did@eck of Cards.

UNIT-II
Menstruation: Areas, Volumes of different solids, Problems onasieVolumes and Surface
Areas.

UNIT-II

Cubes:Basics of a cube, Formulae for finding volume andaxe area of a cube, finding the

minimum number of cuts when the number of identipeces are given, Finding the

maximum number of pieces when cuts are given, Broblon painted cubes of same and
different colors, Problems on cuboids, Problemspaimted cuboids, Problems on diagonal
cuts.

UNIT-IV

Number and letter series Difference series, Product series, Squares setiebes series,
Alternate series, Combination series, miscellanseuigs, Place values of letters

Number and Letter Analogies: Definition of Analod®roblems on number analogy,

Odd man out: Problems on number Odd man out, Problems on 1&tlelrman out, Problems
on verbal Odd man out
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UNIT-V

Coding and decoding Coding using same set of letters, Coding usifigrint set of letters,
Coding into a number, Problems on R-model.

Directions: Solving problems by drawing the paths, finding tiet distance travelled, finding
the direction, Problems on clocks, Problems on eWwad Problems on damaged compass,
Problems on direction sense using symbols andiongat

Critical Reasoning: Problems on assumption, Problems on conclusionsbléms on
inferences, Problems on strengthening and weakesfirgguments, Problems on principle,
Problems on paradox.

TEXT BOOKS:
1. Thorpe’s verbal reasoningsL Barrons, McGraw Hills, LSAT Materials
2. A modern approach to Logical reasonifyS Agarwal, S.Chand ,

REFERENCE BOOKS:

1. Quantitative AptitudeR S Agarwal, S Chand,

2. Quantitative Aptitude G. L BARRONS

3. Quantitative Aptitude- Abhijit Guha McGraw Hills

4. Magical Book on Quicker Math3yra, BSC publishing company
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 3 1 0 3
(16MC833) SOFTWARE TESTING
Course Objectives:
» To know the behavior of the testing techniquesetiect the errors in the software
» To understand standard principles to check theroegoe of defects and its removal.
* To learn the functionality of automated testinglsoo

» To understand the models of software reliability.

Course Outcomes:

» Test the software by applying testing techniquedetiover a product free from bugs

» Evaluate the web applications using bug trackimdsto

* Investigate the scenario and the able to seleqirthiger testing technique

» Explore the test automation concepts and tools

» Deliver quality product to the clients by way ofpiyng standards such as TQM, Six
Sigma

» Evaluate the estimation of cost, schedule basedayard metrics

UN IT-I

Introduction: Purpose of testing, Dichotomies, middetesting, consequences of bugs,
taxonomy of bugs. Flow graphs and Path testingidBancepts of path testing, predicates,
path predicates and Achievable paths, path sangitipath instrumentation, application of
path testing.

UNIT-II

Transaction Flow Testing: Transaction flows, tranism flow testing techniques. Dataflow
testing: - Basics of dataflow testing, strategredataflow testing, application of dataflow
testing.

UNIT-MI
Domain Testing:-domains and paths, Nice & ugly domadomain testing, domains and
interfaces testing, domain and interface testiogains and testability.

UNIT-IV

Paths, Path products and Regular expressionsppadiucts & path expression, reduction
procedure, applications, regular expressions & #memaly detection. Logic Based Testing:
overview, decision tables, path expressions, kvtshapecifications.

UNIT-V
State, State Graphs and Transition testing: stajghg, good & bad state graphs, state testing,
Testability tips. Graph Matrices and Application:titational overview, matrix of graph,
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relations, power of a matrix, node reduction algponi, building tools. (Student should be
given an exposure to a tool like JMeter or Win-remn

TEXT BOOKS:
1. Software testing technique8arisBeizer, DreamTech, second edition.
2. Software Testing ToolsDr.K.V.K.K.Prasad, DreamTech.

REFERENCES:

The craft of software testingBrian Marick, Pearson Education.

Software TestingBrd edition, P.C.Jorgensen, Aurbach Publicat{@ist.by SPD).
Software Testing in the Real WordEdward Kit, Pearson.

Effective methods of Software TestiRgrry, John Wiley, " Edition, 1999.

Art of Software Testing Meyers, John Wiley

AN R A
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Il MCA |- Semester

SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
3 1 0 3
(16MC834) MOBILE APPLICATION DEVELOPMENT

Course Obijectives:

Describe those aspects of mobile programming tteenit unique from programming for

other platforms

Critique mobile applications on their design prod aons

Utilize rapid prototyping techniques to design aeselop sophisticated mobile interfaces
Program mobile applications for the Android opemgtisystem that use basic and
advanced phone features

Deploy applications to the Android marketplacedwtribution

Course Outcomes:

Students understood the aspects of mobile progragithat make it unique from
programming for other platforms

Students program mobile applications for the Ardirmperating system by use basic and
advanced phone features

Also deploy applications to the Android marketplémedistribution

UNIT-I

The Android Platform: Introduction to the Android platform, Required kgoSetting up
environment, creating Hello world Application; Umdanding activities, Linking activities
using Intents, Fragments.

UNIT-II
Understanding the Components of a Screen, Adapgbtn®isplay Orientation, Managing
Changes to Screen Orientation, Utilizing the Actiar.

UNIT-MI
Designing user interface with views: Basic viewskBr Views, List views; Pictures and
menus with views.

UNIT-IV

Data Persistence Saving and loading user preferences, Persistatg b files, creating and
using databases.

Content providers: Sharing Data in Android, Using a Content Providéreating Own
Content Providers.

UNIT-V

Messaging: Sending SMS Messages Programmatically, Getting faeddafter Sending a
message, Sending SMS Messages Using Intent, RegeB8MS Messages, Caveats and
Warnings.
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Developing and Publishing Android Applications: Creating Your Own Services,
Establishing Communication between a Service andAativity, Binding Activities to
Services, Understanding Threadifyeparing for Publishing, Deploying APK Files.

TEXTBOOKS:
1. Beginning Android 4 Application DevelopmdiytWei-Meng Lee, Wrox Publications.
2. Android: A programmer’s guidby Jerome Dimarzio, McGrawHill

REFERENCES:

1. Introduction to android application developmedt edition, Addision Wesley by Joseph
Annuzzi Jr., Lauren Darcey, Shane Conder.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA |- Semester 3 1 0 3
(16MC835) SOFTWARE PROJECT MANAGEMENT

Course Objectives:

» To know of how to do project planning for the saite process.

» To learn the cost estimation techniques duringatieysis of the project.

» To understand the quality concepts for ensuringuhetionality of the software

Course Outcomes:

* Understand the activities during the project schiedwf any software application.

» Learn the risk management activities and the resoaltocation for the projects.

» Can apply the software estimation and recent qualiandards for evaluation of the
software projects.

» Acquire knowledge and skills needed for the comsibn of highly reliable software
project.

» Able to create reliable, replicable cost estimatiuatt links to the requirements of project
planning and managing

UNIT-I

Conventional Software Management: The Waterfall MpdConventional software
Management Performance. Evolution of Software Eowos: Software Economics,
Pragmatic Software Cost Estimation. Improving Safev Economics: Reducing Software
Product Size, Improving software Processes, Impmvieam Effectiveness, Improving
Automation, Achieving Required Quality, Peer Ingpmats.

UNIT-II

Conventional and Modern Software Management: Riasi of Conventional Software

Engineering, Principles of Modern Software Managetndransitioning to an Iterative

Process. Life Cycle Phases: Engineering and Prmuc@tages, Inception. Elaboration,
Construction, Transition Phases. Artifacts of threcBss: The Artifact Sets. Management
Artifacts, Engineering Artifacts, Programmatic Aatits. Model Based Software

Architectures: A Management Perspective and Teah/erspective.

UNIT-III

Flows of the Process: Software Process WorkflowterITrans Workflows. Checkpoints of

the Process: Major Mile Stones, Minor Milestonesri®lic Status Assessments. Interactive
Process Planning: Work Breakdown Structures, Pranrsuidelines, Cost and Schedule
Estimating. Interaction Planning Process. Pragnilaaning.
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UNIT-IV

Project Organizations and Responsibilities: Liné€Bokiness Organizations, Project
Organizations, and Evolution of Organizations. Besc Automation: Automation Building

Blocks, the Project Environment. Project Controtl &rocess Instrumentation: Server Care
Metrics, Management Indicators, Quality Indicatotsfe Cycle Expectations Pragmatic

Software Metrics, Metrics Automation. Tailoring therocess: Process Discriminates,
Example.

UNIT-V

Future Software Project Management: Modern Prdectiles Next Generation Software
economics, Modern Process Transitions. Case SiidyCommand Center Processing and
Display System —Replacement (CCPDS-R)

TEXT BOOKS:
1. Walker Rayce, Software Project Manageméni998, PEA.
2. Henrey, ‘Software Project ManageménPearson.

REFERENCES:

1. Richard H. Thayer: Software Engineering Project Managenieri997, IEEE Computer
Society.

Shere K. D: Software Engineering and Managenied©98, PHI.

S. A. Kelkar, ‘Software Project Management: A Concise StuB¥l.

Hughes Cotterell, Software Project Manageménfe, TMH.

Kaeron Conway, Software Project Management from Concept to Devetod, Dream
Tech.

ok wpd
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 3 1 0 3
(16MC836) CYBER SECURITY
(DEPARTMENT ELECTIVE — 1lI)
Course Obijectives:
» To understand the cyber-attack
* To understand the types of cybercrimes
* To understand the cyber laws
* To understand and how to protect them self anchately society from such attacks
* To understand the web application tools.
Course Outcomes:
After learning the course the students should I tab
* Understand cyber-attack, types of cybercrimes, rcides and also how to protect them
self and ultimately society from such attacks

UNIT-I

Systems Vulnerability Scanning:Overview of vulnerability scanning, Open Port / \Bes
Identification, Banner / Version Check, Traffic Bey Vulnerability Probe, Vulnerability
Examples, OpenVAS, Metasploit. Networks VulnerapiliScanning - Netcat, Socat,
understanding Port and Services tools - Datapipger WinRelay, Network Reconnaissance
— Nmap, THC-Amap and System tools. Network Sniffamnd Injection tools — Tcpdump and
Windump, Wireshark, Ettercap, Hping Kismet

UNIT-II

Network Defense Tools:Firewalls and Packet Filters: Firewall Basics, Rdckilter Vs
Firewall, How a Firewall Protects a Network, Packeharacteristic to Filter, Stateless
VsStateful Firewalls, Network Address TranslatibvA{’) and Port Forwarding, the basic of
Virtual Private Networks, Linux Firewall, Windowsrewall, Snort: Introduction Detection
System

UNIT-III

Web Application Tools: Scanning for web vulnerabilities tools: Nikto, W3BITTP utilities

- Curl, Open SSL and Stunnel, Application Inspettiools — Zed Attack Proxy, Sglmap.
DVWA, Webgoat, Password Cracking and Brute-Forcel3 e John the Ripper, LOhtcrack,
Pwdump, HTC-Hydra

UNIT-IV

Introduction to Cyber Crime and Law: Cyber Crimes, Types of Cybercrime, Hacking,
Attack vectors, Cyberspace and Criminal Behaviolariication of Terms, Traditional

Problems Associated with Computer Crime, Introdwctito Incident Response, Digital
Forensics, Computer Language, Network Language|niReaf the Cyber world, A Brief

Paged8 of 119



R1e MCA

History of the Internet, Recognizing and Definingndputer Crime, Contemporary Crimes,
Computers as Targets, Contaminants and Destruatibata, Indian IT ACT 2000

UNIT-V

Introduction to Cyber Crime Investigation: Firewalls and Packet Filters, password
Cracking, Key loggers and Spyware, Virus and Warnigpjan and backdoors,
Steganography, DOS and DDOS attack, SQL injecBuifer Overflow, Attack on wireless
Networks

REFERENCES:

1. Anti-Hacker Tool Kit (Indian Editionby Mike Shema, Publication McGraw Hill.

2. Cyber Security Understanding Cyber Crimes, Compkiteensics and Legal
Perspectivedy Nina Godbole and SunitBelpure, Publication Wile
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA |- Semester 3 1 0 3
(16MC837) IMAGE PROCESSING

(DEPARTMENT ELECTIVE — 1lI)

Course Obijectives:

» The fundamentals of digital image processing

* Understand image transform used in digital image@ssing

» Understand image enhancement techniques usedital digage processing

* Understand image restoration techniques and metsttin digital image processing
» Understand image compression and Segmentationimiskgital image processing

Course Outcomes:

» Able to enhance images using enhancement techniques

» Able to restore images using restoration technicures methods used in digital image
processing

» Able to compress images using compression techsigsed in digital image processing

UNIT-I

Fundamental steps of image processing, componéatsimage processing of system, the
image model and image acquisition, sampling andtigetion, station ship between pixels,
distance functions, scanner.

UNIT-II

Statistical and spatial operations, Grey level dfarmations, histogram equalization,
smoothing & sharpening - spatial filters, frequerdymain filters, holomorphic filtering,
image filtering & restoration. Inverse and wiengtefing. FIR wiener filter. Filtering using
image transforms, smoothing splines and interpmati

UNIT-III

Morphological and other area operations, basic maggical operations, opening and
closing operations, dilation erosion, Hit or Missartsform, morphological algorithms,
extension to grey scale images. Segmentation amg Bdtection region operations, basic
edge detection, second order detection, crack ddggetion, gradient operators, compass and
laplace operators, edge linking and boundary detgctthresholding, region based
segmentation, segmentation by morphological wasetsh

UNIT-IV

Image compression:Types and requirements, statistical compressipatied compression,
contour coding, quantizing compression, image datapression - predictive technique, pixel
coding, transfer coding theory, loss and losslesdiptive type coding.
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Basics of color image processing, pseudo color enagcessing, color transformation, color
smoothing and sharpening, color segmentation, coltage compression, compression
standards.

UNIT-V

Image Transforms - Fourier, DFT, DCT, DST, Haartdfing, Karhunen - Loeve, Walsh,
Hadamard, Slant. Representation and DescriptiGhain codes, Polygonal approximation,
Signatures Boundary Segments, Skeltons, Boundargcripgors, Regional Descriptors,
Relational Descriptors, PCA.

TEXT BOOKS:

1. Digital Image Processing— by Rafael.C.Gonzalez& Richard E.Woods, Pearson
Education.

2. Digital Image ProcessingVl.Anji Reddy, Y.Hari Shankar, BS Publications.

3. Fundamentals of Digital Image Processindpy A.K. Jain, PHI.

REFERENCES:

1. Digital Image ProcessingWilliam K, Part | -John Wiley edition.

2. Digital Image Processing using MATLAB)y Rafael.C.Gonzalez, Richard E.Woods, &
Steven L.Eddins, Pearson Education.

3. Digital Image Processingkenneth R. Castleman, Pearson Education.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA |- Semester 3 1 0 3
(16MC838) ARTIFICIAL INTELLIGENCE

(DEPARTMENT ELECTIVE — 1lI)

UNIT-I

Introduction: Al-Acting and thinking humanly, rationally, Searnbi Searching for
solutions, Uniformed Search Strategies, Informear&e Strategies, Heuristic Functions.
Local Search Algorithms and Optimization Problems:Hill-climbing, Simulated annealing,
Local beam, Genetic algorithms, Constraint Sattgfad°roblems, Backtracking Search for
CSPs.

UNIT-1I

Adversial Search: Games, Optimal Decision in Games, Alpha-Beta Pginifvaluation
Functions, Cutting off search, Games that includeE&ement of chance, Game programs.
Knowledge and reasoning-I: Logical Agents.

Knowledge and reasoning-Il: First-Order Logic: Syntax and Semantics, UsingtF®@rder
Logic, Knowledge Engineering, Inference in Firsdér Logic: Propositional vs. First-Order
Inference, Unification and Lifting, Resolution, Mard and Backward Chaining.

UNIT-II

Planning: Classical planning problem, Language of planmpraplems, Expressiveness and
extension, planning with state-space search, R&t@er planning, Planning Graphs,
Planning with Propositional Logic.

Learning: Forms of learning, Introduction learning, Learnibgcision Tree, Statistical

learning methods, learning with complete data, niegy with hidden variables-EM

Algorithms, Instance based learning, Neural network

UNIT-IV

Expert Systems:Introduction, Advantages, Characteristics, Geneagicepts, Applications
and Domains, Languages, Shells and Tools, Elem&ntsluction Systems, Procedural and
Nonprocedural Paradigms, Artificial Neural Systen@nnectionist Expert Systems and
Inductive Learning.

UNIT-V

Design of Expert SystemsSelecting the Appropriate Problem, Stages in theeld@ment of
an Expert System, The Expert System Life Cycle.

Detailed life cycle model, Expert system designnepi@s-Certainty factors, Decision trees,
backward chaining.

Pagel020f 119



R1e MCA

TEXT BOOKS:

1. Russell, Norvig-“Artificical Intelligence-A ModerApproach”,2e, 2004, PEA
2. Giarratano, Riley-“Expert Systems-Principles andgPamming”, 3e,2003,Thomson

REFERENCES:

1. George F Luger — “Atrtificial Intelligence-Structwrend strategies for Complex problem
Solving”, 4e, 2004, PEA.

2. Rich, Knight, Nair — “Atrtificial Intelligence”, 3eTMH.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
I MCA |- Semester 3 1 0 3
(16MC839) INFORMATION RETRIEVAL SYSTEMS
(DEPARTMENT ELECTIVE - 111)
Course Objectives:
» Learn the important concepts, algorithms, and tiltegtructures that are necessary to
specify, design, and implement Information Retri¢lR) systems.
* Recognize the Boolean Model, Vector Space Model,Rmobabilistic Model.
* Understand retrieval utilities.
* Understand different formatting tags.
» Understand cross-language information retrieval.
» Determine the efficiency.
Course Outcomes:
» Use different information retrieval techniques arious application areas
» Apply IR principles to locate relevant informatitarge collections of data
* Analyse performance of retrieval systems when dgadiith unmanaged data sources
* Implement retrieval systems for web search tasks.

UNIT-I

Introduction: Definition, Objectives, Functional Overview, Retatship to DBMS, Digital
libraries and Data Warehouses. Information Retti@ystem Capabilities Search, Browse,
Miscellaneous.

UNIT-II

Cataloging and Indexing Objectives, Indexing Process, Automatic Indexilgormation
Extraction. Data Structures: Introduction, Stemm#igorithms, Inverted file structures, N-
gram data structure, PAT data structure, Signafileestructure, Hypertext data structure.
Automatic Indexing: Classes of automatic indexiSggtistical indexing, Natural language,
Concept indexing, Hypertext linkages. Document ahefm Clustering: Introduction,
Thesaurus generation, Iltem clustering, Hierarchgludters

UNIT-III

User Search TechniquesSearch statements and binding, Similarity measare ranking,
Relevance feedback, Selective dissemination ofrimétion search, weighted searches of
Boolean systems, Searching the Internet and hygeiftext Search Algorithms: Introduction,
Software text search algorithms, Hardware textctesystems.

UNIT-IV

Information System Evaluation: Introduction, Measures used in system evaluation,
Measurement example — TREC results. Parallel arsiribute IR - Parallel Computing,
Performance Measures, Parallel IR - MIMD and SIMDBcHitectures, Distributed IR —

Pagel040f 119



R1e MCA

Collection Partitioning, Source Selection, Queryodassing, Web Issues, Trends and
Research Issues.

UNIT-V

Multimedia Information Retrieval : Models and Languages, Data Modeling, Query
Languages, Indexing and Searching. Libraries anblidgraphical SystemsOnline IR
Systems, OPACSs, Digital Libraries.

TEXT BOOKS:

1. Information Storage and Retrieval Systems: Theomd almplementation By
Kowalski,Gerald, Mark T Maybury Kluwer Academic Bse 2000.

2. Modern Information Retrivaby Ricardo Baeza-Yates, Pearson Education, 2007.

REFERENCES:

1. Information Retrieval Data Structures and AlgorigBy William B Frakes, Ricardo
Baeza-Yates, Pearson Education, 1992.

2. Information Storage &Retievdly Robert Korfhage — John Wiley & Sons.

3. Introduction to Information Retrievdly Christopher D. Manning andPrabhakarRaghavan,
Cambridge University Press, 2008.
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY

(AUTONOMOUYS)

L T P C

Il MCA |- Semester 3 1 0 3
(16MC840) M-COMMERCE

(DEPARTMENT ELECTIVE - IV)

Course Objectives:

* To understand the E-commerce strategies and vhkias

* To understand the M-commerce services

* To understand M-commerce infrastructure and apiiics.

» To know the availability of latest technology argphkcations of M- commerce in various
domains.

* To apply mobile commerce in business-to-businepficgtion.

Course Outcomes:

» Able to apply E — commerce principles in marketpla

» Able to apply M — commerce principles to variousibess domains

» Understand the theory and applications of M-commardusiness domain

» Get an exposure to current technological advanctmei-commerce

UNIT-I

Electronic Commerce: Introduction, The e-commerce environment, the eroemnce
marketplace, Focus on portals, Location of trading the marketplace, Commercial
arrangement for transactions, Focus on auctionsinBss models for e-commerce, Revenue
models - Focus on internet start-up companiesjofiom, E-commerce versus E-business.

UNIT-II

Mobile Commerce: Introduction, Infrastructure of M-Commerce, Type$ Mobile
Commerce Services, technologies of Wireless BusjnBenefits and Limitations, Support,
Mobile Marketing & Advertisement, Non-Internet Aptions In M-Commerce,
Wireless/Wired Commerce Comparisons

UNIT-HI

Mobile Commerce - Technology:A Framework for The Study Of Mobile Commerce, NTT
Docomo’s |-Mode, Wireless Devices for Mobile Comoeer Towards A Classification

Framework For Mobile Location Based Services, Véissl Personal and Local Area
Networks, The Impact of Technology Advances on t8gw Formulation In Mobile

Communications Networks

UNIT-IV

Mobile Commerce - Theory and Applications: The Ecology of Mobile Commerce, The
Wireless Application Protocol, Mobile Business $egg, Mobile Portal — Factors Influencing
The Adoption of Mobile Gaming Services — Mobile Bdtechnologies And Small Business
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Adoption and Diffusion, M—Commerce In The Autometivindustry, Location-Based
Services: Criteria For Adoption And Solution Depiognt, The Role of Mobile advertising in
building a Brand, M—Commerce Business Models

UNIT-V

Business-to-Business Mobile E-Commerce:Enterprise Enablement — Email And
Messaging, Field Force Automation (Insurance, Fesdite, Maintenance, Healthcare), Field
Sales Support (Content Access, Inventory), Assatking and Maintenance/Management,
Remote IT Support, Customer Retention (B2C Seryieggmncial, Special Deals), Warehouse
Automation, Security.

TEXT BOOKS:

1. Dave Chaffey, E-Business and E-Commerce Managefheéltiird Edition, 2009, Pearso
Education

2. Brian E. Mennecke, Troy J. Stradek]6bile Commerce: Technology, Theory and
Applications, Idea Group Inc., IRM press, 2003.

REFERENCES:

1. P. J. Louis, M-Commerce Crash CoursevicGraw- Hill Companies February 2001.

2. Paul May, ‘Mobile Commerce: Opportunities, Applications, aretfinologies of Wireless
BusinessCambridge University Press March 2001.

3. Michael P. Papazoglou, Peter M.A. Ribbems;business organizational and Technical
foundation;, Wiley India 2009

4. Dr.Pandey, Saurabh ShukE-commerce and Mobile commerce Technolggfadtan
chand, 2011
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(AUTONOMOUYS)

L T P C

Il MCA |- Semester 3 1 0 3
(16MC841) CLOUD COMPUTING

(DEPARTMENT ELECTIVE - IV)

Course Objectives:

* To introduce the broad perceptive of cloud architecand model

» To understand the concept of Virtualization andgtesf cloud Services

* To be familiar with the lead players in cloud.

* To understand the features of cloud simulator

* To apply different cloud programming model as pagd

* To learn to design the trusted cloud Computingesyst

Course Outcomes:

» Compare the strengths and limitations of cloud aating

» ldentify the architecture, infrastructure and detivmodels of cloud computing
» Apply suitable virtualization concept.

» Choose the appropriate cloud player, Programmindgeé¥oand approach.

* Address the core issues of cloud computing sudeasrity, privacy and Interoperability
» Design Cloud Services and Set a private cloud

UNIT-I

Distributed Computing-An Introduction: Computing Trends, Distributed Computing-An
Introduction, Distributed System Models: Grid Cortipg, Cluster Computing,
Virtualization.

UNIT-II

Cloud Computing: What's Cloud Computing, Properties & Charactersstieros and cons of
Cloud Development, Cloud Platform Architectures: @&an AWS, Microsoft Azure, Google
App Engine, Google Map Reduce/Yahoo Hadoop, EutasytNimbus, Open Stack.

UNIT-I

Cloud Service Models: Infrastructure as a Service (laaS): IntroductionldaS, Resouce
Virtualization, Server, Storage, Network, Case igtsid

Platform as a Service (PaaS): Introduction to Pa@Bud platform & Management,
Computation, Storage, Case studies.

Software as a Service (SaaS): Introduction to S&&h, services, Web 2.0, Web OS.

UNIT-IV

Cloud Deployment Models:Deployment Models Introduction — Public Deploym#fadel,
Private Deployment Model, Virtual Private Deployrm&fodel, Hybrid Deployment Model,
Community Deployment Model.
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UNIT-V

Cloud Issues And ChallengesOrganizational Readiness and Change managemelouid,
Security in Cloud, Legal Issues in Cloud, and PobdReadiness for Cloud Services. Simple
application using simulator.

TEXT BOOKS:

1. Rajkumar Buyya, James Broberg and Andrzej M.Gog&gin$Cloud computing:
Principles and Paradigms”September 2010, John Wiley & Sons.

2. Michael Miller,” Cloud Computing: Web -Based Applications Thaamge the way You
Work and Collaborate OnlingFirst Edition, 2008, Pearson Education.

REFERENCES:
1. Haley beard, Cloud Computing best practices for managing andsusag processes for
on-demand computing, applications and Data ceritetee cloud”.
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L T P C

Il MCA |- Semester 3 1 0 3
(16MC842) DESIGN PATTERNS

(DEPARTMENT ELECTIVE - IV)

Course Objectives:

* Indicate which underlying object oriented desigmgple(s) it is based on.

» Explain what specific object oriented design prabl&e pattern solves.

» Provide a specific context for each pattern in Wwhican be applied.

» Draw a high level class diagram in UML for eachtiatt.

» Explain how the different components of the pattmhaborate with each other.

» List the consequences of applying each patterng@verall software quality of a system.
* Implement this pattern in Java to a real world fEob

Course Outcomes:

» Students demonstrate a thorough understandingttefrpa and their underlying principles
» Students know what design pattern to apply to aipgroblem

» Students demonstrate what tradeoffs need to be mh€le implementing a design pattern
» Students will be able to use design patterns wieerldping software

UNIT-I

Introduction about Design pattern: What Is a Design Pattern?, Design Patterns inligika
MVC, Describing Design Patterns, The Catalog ofie$atterns, Organizing the Catalog,
How Design Patterns Solve Design Problems, Howete® a Design Pattern, How to Use a
Design Pattern.

UNIT-II

A Case Study Designing a Document Editor: Design Problems, uboent Structure,
Formatting, Embellishing the User Interface, SupipgrMultiple Look-and-Feel Standards,
Supporting Multiple Window Systems, User Operati@pelling Checking and Hyphenation,
Summary.

UNIT-MI
Creational Patterns Abstract Factory, Builder, Factory Method, Prgps, Singleton,
Discussion of Creational Patterns.

UNIT-IV
Structural Pattern: Adapter, Bridge, Composite, Decorator, Facadgy€&ight, Proxy.

UNIT-V
Behavioral Patterns Chain of Responsibility, Command, Interpreteerator, Mediator,
Memento, Observer, State, Strategy, Template Mettiisitor.
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TEXT BOOKS:
1. Design Pattern®y Erich Gamma, Pearson Education

REFERENCES:

Pattern’s in JAVA Vol-by Mark Grand, Wiley DreamTech.

Pattern’s in JAVA Vol-Iby Mark Grand, Wiley DreamTech.

JAVA Enterprise Design Patterns Vol-Hy Mark Grand, Wiley DreamTech.
Head First Design Patternsy Eric Freeman-Oreilly-spd.

Design Patterns Explainday Alan Shalloway, Pearson Education.

ahrwbdE
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Il MCA |- Semester 3 1 0 3
(16MC843) COGNITIVE COMPUTING

(DEPARTMENT ELECTIVE - IV)

Course Objectives:

* To introduce the broad perceptive of Cognitive Catimy

» To understand the concept of Analytics in Cognitieenputing
* To be familiar with the IBMs Watson

» To understand the future applications of Cognitiwenputing
Course Outcomes:

» Understand the broad perceptive of Cognitive Compgut

» Understand the concept of Analytics in Cognitivenpaiting

» Using the IBMs Watson

» Designing the applications in Cognitive computing

UNIT-I

The Foundation of Cognitive Computing, Design ppies of Cognitive Computing —
components of cognitive system, building the corguringing data into cognitive system,
machine learning, hypothesis generation and scopresentation and visualization services.
Natural language processing in support of cognisiygtem — the role of NLP in a cognitive
system, semantic web, applying natural languagentddogies to business problems.

UNIT-II

Relation between Big data and cognitive computindealing with human generated data,
defining big data, architectural foundation for loigta, analytical data warehouses, hadoop,
data in motion and streaming data, integrationigfdlata with traditional data.

Representing knowledge in taxonomies and ontologiespresenting knowledge, defining
taxonomies and ontologies, explaining how to regmeknowledge, models for knowledge
representation.

Applying advanced analytics to cognitive computiagpath to cognitive computing, key
capabilities in advanced analytics, using advareedytics to create value.

UNIT-III

Role of cloud and distributed computing in cograticomputing — leveraging distributed
computing for shared resources, characteristiedonfd computing, cloud computing models,
delivering models of cloud, managing workloads,usié¢g and governance, data integration
and management in the cloud. Business implicatibre®gnitive computing.

Pagell2o0f 119



R1e MCA

UNIT-IV

IBMs Watson as a cognitive system — Watson defimebancing the research, preparing
Watson for commercial applications, the componehBeep QA architecture. The process of
building a cognitive application — emerging cogretiplatform, defining the objective and
domain, understanding the intended users and dgfthieir attributes, defining questions and
exploring insights, creating and refining corpdraining and testing the application.

UNIT-V

Emerging cognitive computing areas — charactesistié ideal markets for cognitive
computing, vertical markets and industries.

Future applications for cognitive computing — regmients for the next generation, technical
advancements, the future, emerging innovations.

Case study — Cognitive computing in government,ritag healthcare application

TEXT BOOKS:
1. Cognitive Computing and Big Data Analytieg Judith S. Hurwitz, Marcia Kaufman,
Adrian Bowles, Wiley publications 2015.

REFERENCES:
1. www.ibm.com
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SIDDHARTH INSTITUTE OF ENGINEERING & TECHNOLOGY
(AUTONOMOUS)
L T P C
0 0 4 2
(16MC844) SOFTWARE TESTING LAB

Course Objectives:

To study fundamental concepts in software tesiimguding software testing objectives,
process, criteria, strategies, and methods.

To discuss various software testing issues andisogiin software unit test; integration,
regression, and system testing.

To learn how to planning a test project, design teses and data, conduct testing
operations, manage software problems and defemtergte a testing report.

To expose the advanced software testing topic$) ascobject-oriented software testing
methods, and component-based software testingsissballenges, and solutions.

To gain software testing experience by applyindgvearfe testing knowledge and methods
to practice-oriented software testing projects.

To understand software test automation problemssahdions.

To learn how to write software testing documents] aommunicate with engineers in
various forms.

To gain the techniques and skills on how to useaenodoftware testing tools to support
software testing projects.

Course Outcomes:
By the end of the course, you should:

Have an ability to apply software testing knowledgel engineering methods.

Have an ability to design and conduct a softwast process for a software testing
project.

Have an ability to identify the needs of softwaesttautomation, and define and develop a
test tool to support test automation.

Have an ability understand and identify variouswafe testing problems, and solve these
problems by designing and selecting software testats, criteria, strategies, and
methods.

Have an ability to use various communication meshadd skills to communicate with
their teammates to conduct their practice-oriestgtivare testing projects.

Have basic understanding and knowledge of conteanpassues in software testing, such
as component-based software testing problems

Have an ability to use software testing methodsraadern software testing tools for their
testing projects.

Exercises:

1. To learn to use the testing tools to carry outftimetional testing.
2. To learn to use the testing tools to carry outltiael/stress testing.
3. To learn to use the Win Runner/QTP for functioesting.

4. To learn to use the Load Runner for Load/Stregmtes
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5. To learn to use the Test Director for test managgme

6. Case Study Design a simple application and perform the tgstind design the test cases
for the testing process.

REFERENCES:

1. Software testing technique8arisBeizer, DreamTech, second edition.
2. Software Testing ToolsDr.K.V.K.K.Prasad, DreamTech.
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(AUTONOMOUS)
L T P C
0 0 4 2
(16MC845) MOBILE APPLICATION DEVELOPMENT LAB

Course Objectives:
The student should be made to:

Know the components and structure of mobilgliegtion development frameworks
for Android based mobiles.

Understand how to work with various mobile applicatdevelopment frameworks.

Learn the basic and important design concepts asdes of development of mobile
applications.

Understand the capabilities and limitations of nebevices.

Course Outcomes:
At the end of the course, the student should be @bl

Design and implement various mobile applicationagiemulators.
Deploy applications to hand-held devices

List of Programs/Experiments

©oOoNoO WD E

Set up the Android Application development enviremtn

Develop the ‘Hello world’ application.

Create an application with layouts.

Create an application using form controls.

Create an application to add two numbers and digpkresult.

Create an application that displays image on theesc

Create an application with animation

Create an application with multiple activities andimple menu using list view.
Create activities for menu items and parsing XMedi

REFRENCES:

1.
2.

Beginning Android 4 Application Development by \Meirg Lee, Wrox Publications.
Android: A programmer’s guidby Jerome Dimarzio, McGrawHiill.
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Il MCA |- Semester 0 0 4 2
(16MC846) SOFTWARE PROJECT MANGEMENT LAB

Course Objective

* The main purpose of conducting this LAB is to geae idea about the working of MS
Project specially related with Tasks creation, Reses allocation, formatting and printing
of a project plan, tracking the progress on tasks project.

Course Outcomes

Students will get familiar with HOW TO:

» Start MS Project, Create a Project Plan from a tatepSwitch to a different view, View
a report, Create a visual report.

» Create a new project plan & its start date, setkimgr & non-working time, enter
properties about a project plan, enter new taskisarproject, set duration for each task &
to create, a milestone task, organizing tasks jpmases, link adjacent and non-adjacent
tasks, enter a task note, enter a task hyperdimgck a Project plan’s duration and other
statistics, display project’s entire duration innBaChart View.

» Setup work (people and equipment) resources, mhtersources, cost resources, Enter
work (people & material) resource pay rates, to enak onetime adjustment to an
individual resource’s working time, to edit regulaork week for an individual resource,
to document resources with resource notes.

Programs:
Introduction to MS Project

Creating task list

Linking adjacent and non-adjacent tasks
Setting-up resources

Resource allocation to tasks

Formatting and printing project plan
Tracking progress on tasks

NooOo,~ODNE

REFERENCES:
1. Microsoft Project 2013 Step by Step, by Chafield
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(AUTONOMOUS)
[l MCA I- Semester L T F; C
(16HS615) ADVANCED ENGLISH LANGUAGE AND COMMUNICAT ION SKILLS
LAB

Course Description:

The introduction of the Advanced Professional Comitation Skills Lab is considered

essential at 3rd year level. At this stage theeasitalneed to prepare themselves for their

careers which may require them to listen to, repdak and write in English both for their

professional and interpersonal communication ingllbbalized context.

Course Obijectives:

This Lab focuses on using computer-aided multimedittuction for language development

to meet the following targets:

» To improve the students’ fluency in English, throbwgwell-developed vocabulary

* To enable them listening spoken English at nornmadversational speed by educated
English speakers

* To respond appropriately in different social-cudleind professional contexts

» To develop drafting skills among the students.

Course Outcomes:

» Flair in Writing and felicity in written expression

* To enhance job prospects

» Improving Effective Speaking Abilities

* To prepare effective Interview techniques

UNIT-I:

COMMUNICATIVE COMPETENCY:

1. Reading Comprehension

2. Listening Comprehension

3. Vocabulary for competitive purpose
4. Spotting Errors

UNIT-II:

TECHNICAL WRITING
1. Report writing

2. Curriculum vitae
3. Cover Letter

4. E-mail writing

UNIT-1II:
PRESENTATIONAL SKILLS
1. Oral presentation

2. Power point presentation
3. Poster presentation

4. Stage Dynamics
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UNIT-IV:

CORPORATE SKILLS

1. Dress code

2. Telephonic skills

3. Net-etiquettes

4. Video conferencing and Chairing Session

UNIT-V:

GETTING READY FOR JOB

1. Group Discussion

2. Debate

3. Interview skills

4. Psychometric test.

Minimum Requirements for Advanced Professional Comrnication Skills Lab:

The English Language Lab shall have two parts:

1. Computer Assisted Language Learning (CALL) Lab: Tmnputer Aided Language Lab
for 60 Students with 60 systems one Master Cong&dlb, facility and English Language
Software for self-study by learners.

2. The Communication Skills Lab with movable chairsl audio visual aids with a P. A.
system, Projector, a Digital stereo audio & vidgstem and Camcorder etc.

System Requirement (Hardware component):

Computer network with: LAN with minimum 60 multimedsystems with the following.

Specifications:

i) P-1V Processor
a) Speed 2.8 GHZ
b) RAM —512 MB Minimum
c) Hard Disk — 80 GB

i) Headphones of High quality

Suggested Software:

i) Clarity Pronunciation Power — Part | (Sky Pronutioia)

ii) Clarity Pronunciation Power — Part Il

iii) K—Van Advanced Communication Skills

iv) Walden Info Tech Software.

REFERENCES:

1. Effective Tech CommunicatioRizvi, Tata McGraw — Hill Education, 2007.

2. Communication skillsSanjay Kumar &Pushpalatha, Oxford University Br&912.

3. Writing Tutor Advanced English Learners’ Dictionarg" Edition, Oxford Universty

Press, 2015.

Powerful Vocabulary BuilderAnjana Agarwal, New Age International Publish@®]11.

Listening Extra Miles Craven, Cambridge University Press, 2008.

Reading ExtraLiz Driscoll, Cambridge University Press, 2004.

Writing Extra Graham Palmer, Cam Cambridge University Pres34.20

. Speak WellJayashree Mohanraj et al, Orient Blackswan, 2013.

Mode of Evaluation: Written Examination, Day-to-day Assessment

© N O A
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